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ABSTRACT. A main theme of the paper is a conjecture of Bloch-Kato on the image ofp-
adic regulator maps for a proper smooth varietyX over an algebraic number fieldk. The
conjecture for a regulator map of particular degree and weight is related to finiteness of two
arithmetic objects: One is thep-primary torsion part of the Chow group in codimension2 of
X. Another is an unramified cohomology group ofX. As an application, for a regular model
X of X over the integer ring ofk, we show an injectivity result on torsion of a cycle class map
from the Chow group in codimension2 of X to a newp-adic cohomology ofX introduced
by the second author, which is a candidate of the conjecturalétale motivic cohomology with
finite coefficients of Beilinson-Lichtenbaum.

1. INTRODUCTION

Let k be an algebraic number field and letGk be the absolute Galois groupGal(k/k),

wherek denotes a fixed algebraic closure ofk. Let X be a projective smooth variety overk

and putX := X ⊗k k. Fix a primep and integersr,m ≥ 1. A main theme of this paper is a

conjecture of Bloch and Kato concerning the image of thep-adic regulator map

regr,m : CHr(X,m)⊗Qp −→ H1
cont(k, H2r−m−1

ét (X,Qp(r)))

from Bloch’s higher Chow group to continuous Galois cohomology ofGk ([BK2], Conjecture

5.3). See§3 below for the definition of this map in the case(r,m) = (2, 1). This conjecture

affirms that its image agrees with the subspaceH1
g (k, H2r−m−1

ét (X,Qp(r))) defined in loc.

cit., and plays a crucial role in the so-called Tamagawa number conjecture on special values

of L-functions attached toX. In terms of Galois representations, the conjecture means that a

1-extension of continuousp-adic representations ofGk

0 −→ H2r−m−1
ét (X,Qp(r)) −→ E −→ Qp −→ 0
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arises from a1-extension of motives overk

0 −→ h2r−m−1(X)(r) −→ M −→ h(Spec(k)) −→ 0,

if and only if E is a de Rham representation ofGk. There has been only very few known

results on the conjecture. In this paper we consider the following condition, which is the

Bloch-Kato conjecture in the special case(r,m) = (2, 1):

H1: The image of the regulator map

reg := reg2,1 : CH2(X, 1)⊗Qp −→ H1
cont(k,H2

ét(X,Qp(2))).

agrees withH1
g (k, H2

ét(X,Qp(2))).

We also consider a variant:

H1*: The image of the regulator map withQp/Zp-coefficients

regQp/Zp
: CH2(X, 1)⊗Qp/Zp −→ H1

Gal(k,H2
ét(X,Qp/Zp(2)))

agrees withH1
g (k, H2

ét(X,Qp/Zp(2)))Div (see§2.1 for the definition of this group).

We will show thatH1 always impliesH1* , which is not straight-forward. On the other hand

the converse holds as well under some assumptions. See Remark 3.2.4 below for details.

Fact 1.1. The conditionH1 holds in the following cases:

(1) H2(X, OX) = 0 ([CTR1], [CTR2], [Sal]).

(2) X is the self-product of an elliptic curve overk = Q with square-free conductor and

without complex multiplication, andp ≥ 5 ([Md] , [Fl] , [LS], [La1]).

(3) X is the elliptic modular surface of level4 overk = Q andp ≥ 5 ([La2]).

(4) X is a Fermat quartic surface overk = Q or Q(
√−1) andp ≥ 5 ([O]).

A main result of this paper relates the conditionH1* to finiteness of two arithmetic objects.

One is thep-primary torsion part of the Chow groupCH2(X) of algebraic cycles of codi-

mension two onX modulo rational equivalence. Another is an unramified cohomology of

X, which we are going to introduce in what follows.
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Let ok be the integer ring ofk, and putS := Spec(ok). We assume that there exists a

regular schemeX which is proper flat of finite type overS and whose generic fiber isX.

We also assume the following:

(∗) X has good or semistable reduction at each closed point ofS of characteristicp.

Let K = k(X) be the function field ofX. For an integerq ≥ 0, letX q be the set of all points

x ∈ X of codimensionq. Fix an integern ≥ 0. Roughly speaking, the unramified cohomol-

ogy groupHn+1
ur (K,Qp/Zp(n)) is defined as the subgroup ofHn+1

ét (Spec(K),Qp/Zp(n))

consisting of those elements that are “unramified” along ally ∈ X 1. For a precise defini-

tion, we need thep-adicétale Tate twistTr(n) = Tr(n)X introduced in [SH]. This object is

defined inDb(Xét,Z/prZ), the derived category of bounded complexes ofétale sheaves of

Z/prZ-modules onX , and expected to coincide withΓ (2)X
ét ⊗L Z/prZ. HereΓ (2)X

ét de-

notes the conjecturalétale motivic complex of Beilinson-Lichtenbaum [Be], [Li1]. We note

that the restriction ofTr(n) to X [p−1] := X ⊗Z Z[p−1] is isomorphic toµ⊗n
pr , whereµpr

denotes théetale sheaf ofprth roots of unity. ThenHn+1
ur (K,Qp/Zp(n)) is defined as the

kernel of the boundary map ofétale cohomology groups

Hn+1
ét (Spec(K),Qp/Zp(n)) −→

⊕

x∈X 1

Hn+2
x (Spec(OX,x),T∞(n)),

whereT∞(n) denoteslim−→ r≥1 Tr(n). There are natural isomorphisms

H1
ur(K,Qp/Zp(0)) ' H1

ét(X ,Qp/Zp) and H2
ur(K,Qp/Zp(1)) ' Br(X )p-tors,

whereBr(X ) denotes the Grothendieck-Brauer groupH2
ét(X ,Gm), and for an abelian group

M , Mp-tors denotes itsp-primary torsion part. An intriguing question is as to whether the

group Hn+1
ur (K,Qp/Zp(n)) is finite, which is related to several significant theorems and

conjectures in arithmetic geometry (see Remark 4.2.10 below). In this paper we are con-

cerned with the casen = 2. A crucial role will be played by the following subgroup of

H3
ur(K,Qp/Zp(2)):

H3
ur(K,X;Qp/Zp(2))

:= Im
(
H3

ét(X,Qp/Zp(2)) → H3
ét(Spec(K),Qp/Zp(2))

)
∩H3

ur(K,Qp/Zp(2)).

Our finiteness result is the following:
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Theorem 1.2.LetX andX be as above, and assumep ≥ 5. Then:

(1) H1* implies thatCH2(X)p-tors andH3
ur(K,X;Qp/Zp(2)) are finite.

(2) Assume that the reduced part of every closed fiber ofX /S has simple normal cross-

ings onX , and that the Tate conjecture holds in codimension1 for the irreducible

components of those fibers. Then the finiteness of the groupsCH2(X)p-tors and

H3
ur(K,X;Qp/Zp(2)) impliesH1* .

The assertion (2) is a converse of (1) under the assumption of the Tate conjecture. We obtain

the following result from Theorem 1.2 (1) (see also the proof of Theorem 1.5 in§5.1 below):

Corollary 1.3. H3
ur(K, X;Qp/Zp(2)) is finite in the four cases in Fact1.1.

We will also prove variants of Theorem 1.2 over local integer rings (see Theorems 3.1.1, 5.1.1

and 7.1.1 below). As for the finiteness ofH3
ur(K,Qp/Zp(2)) over local integer rings, Spiess

proved thatH3
ur(K,Qp/Zp(2)) = 0, assuming thatok is an `-adic local integer ring with

` 6= p and that eitherH2(X, OX) = 0 or X is a product of two smooth elliptic curves overS

([Spi], §4). In [SSa], the authors extended his vanishing result to a more general situation that

ok is `-adic local with` 6= p and thatX has generalized semistable reduction. Finally we

have to remark that there exists a smooth projective surfaceX with pg(X) 6= 0 over a local

field k for which the conditionH1* does not hold and such thatCH2(X)tors is infinite [AS].

We next explain an application of the above finiteness result to a cycle class map of arith-

metic schemes. Let us recall the following fact due to Colliot-Thélène, Sansuc, Soulé and

Gros:

Fact 1.4([CTSS], [Gr]). LetX be a proper smooth variety over a finite field of characteristic

` > 0. Let p be a prime number, which may be the same as`. Then the cycle class map

restricted to thep-primary torsion part

CH2(X)p-tors −→ H4
ét(X,Z/prZ(2))

is injective for a sufficiently larger > 0. If ` 6= p, thenZ/prZ(2) denotesµ⊗2
pr . If ` = p, then

Z/prZ(2) denotesWr Ω2
X,log[−2] with Wr Ω2

X,log theétale subsheaf of the logarithmic part of

the Hodge-Witt sheafWr Ω2
X ([Bl1] , [Il] ).
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In this paper, we study an arithmetic variant of this fact. We expect that a similar result holds

for proper regular arithmetic schemes, i.e., regular schemes which are proper flat of finite

type over the integer ring of a number field or a local field. To be more precise, letk, ok, X

andX be as in Theorem 1.2. Thep-adicétale Tate twistTr(2) = Tr(2)X mentioned before

replacesZ/prZ(2) in Fact 1.4, and there is a cycle class map

%2
r : CH2(X )/pr −→ H4

ét(X ,Tr(2)).

We are concerned with the induced map

%2
p-tors,r : CH2(X )p-tors −→ H4

ét(X , Tr(2)).

It is shown in [SH] that the group on the right hand side is finite. So the injectivity of this

map is closely related with the finiteness ofCH2(X )p-tors. The second main result of this

paper concerns the injectivity of this map:

Theorem 1.5(§5). Assume thatH2(X, OX) = 0. ThenCH2(X )p-tors is finite and%2
p-tors,r is

injective for a sufficiently larger > 0.

The finiteness ofCH2(X )p-tors in this theorem is originally due to Salberger [Sal], Colliot-

Thélène and Raskind [CTR1], [CTR2]. Note that there exists a projective smooth surfaceV

over a number field withH2(V, OV ) = 0 whose torsion cycle class map

CH2(V )p-tors −→ H4
ét(V, µ⊗2

pr )

is not injective for some bad primep and anyr ≥ 1 [Su] (cf. [PS]). Our result suggests that we

are able to recover the injectivity of torsion cycle class maps by considering a proper regular

model ofV over the ring of integers ink. The fundamental ideas of Theorem 1.5 are the

following. A crucial point of the proof of Fact 1.4 in [CTSS] and [Gr] is Deligne’s proof of the

Weil conjecture [De2]. In the arithmetic situation, the role of the Weil conjecture is replaced

by the conditionH1, which implies the finiteness ofCH2(X)p-tors andH3
ur(K,X;Qp/Zp(2))

by Theorem 1.2 (1). The injectivity result in Theorem 1.5 is derived from the finiteness of

those objects.

This paper is organized as follows. In§2, we will review some fundamental facts on Ga-

lois cohomology groups and Selmer groups which will be used frequently in this paper. In
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§3, we will prove the finiteness ofCH2(X)p-tors in Theorem 1.2 (1). In§4, we will review

p-adic étale Tate twists briefly and then provide some fundamental lemmas on cycle class

maps and unramified cohomology groups. In§5, we will first reduce Theorem 1.5 to The-

orem 1.2 (1), and then reduce the finiteness ofH3
ur(K,X;Qp/Zp(2)) in Theorem 1.2 (1) to

Key Lemma 5.4.1. In§6, we will prove that key lemma, which will complete the proof of

Theorem 1.2 (1).§7 will be devoted to the proof of Theorem 1.2 (2). In the appendix A,

we will include an observation that the finiteness ofH3
ur(K,Qp/Zp(2)) is deduced from the

Beilinson–Lichtenbaum conjectures on motivic complexes.
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NOTATION

1.6. For an abelian groupM and a positive integern, let nM andM/n be the kernel and the

cokernel of the mapM
×n−→ M , respectively. See§2.3 below for other notation for abelian

groups. For a fieldk, let k be a fixed separable closure, and letGk be the absolute Galois

group Gal(k/k). For a discreteGk-moduleM , let H∗(k, M) be the Galois cohomology

groupsH∗
Gal(Gk,M), which is the same as théetale cohomology groups ofSpec(k) with

coefficients in théetale sheaf associated withM .

1.7. Unless indicated otherwise, all cohomology groups of schemes are taken over theétale

topology. For a schemeX, an étale sheafF on X (or more generally an object in the

derived category of sheaves onXét) and a pointx ∈ X, we often writeH∗
x(X, F ) for

H∗
x(Spec(OX,x),F ). For a pure-dimensional schemeX and a non-negative integerq, let

Xq be the set of all points onX of codimensionq. For a pointx ∈ X, let κ(x) be its residue

field. For an integern ≥ 0 and a noetherian excellent schemeX, CHn(X) denotes the Chow

group of algebraic cycles onX of dimensionn modulo rational equivalence. IfX is pure-

dimensional and regular, we will often writeCHdim(X)−n(X) for this group. For an integral

schemeX of finite type overSpec(Q), Spec(Z) or Spec(Z`), we defineCH2(X, 1) as the

cohomology group, at the middle, of the Gersten complex of MilnorK-groups

KM
2 (L) −→

⊕

y∈X1

κ(y)× −→
⊕

x∈X2

Z,

whereL denotes the function field ofX. As is well-known, this group coincides with a higher

Chow group ([Bl3], [Le2]) by the localization theory ([Bl4], [Le1]) and the Nesterenko-Suslin

theorem [NS] (cf. [To]).

1.8. In§§4–7, we will work under the following setting. Letk be an algebraic number field

or its completion at a finite place. Letok be the integer ring ofk and putS := Spec(ok). Let

p be a prime number, and letX be a regular scheme which is proper flat of finite type over

S and satisfies the following condition:

If p is not invertible onX , thenX has good or semistable reduction at each

closed point ofS of characteristicp.
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Let K be the function field ofX . We defineH3
ur(K,Qp/Zp(2)) andH3

ur(K,X;Qp/Zp(2))

in the same way as in the introduction:

H3
ur(K,Qp/Zp(2)) := Ker

(
H3(K,Qp/Zp(2)) −→

⊕
y∈X 1 H4

y (X ,T∞(2))
)

,

H3
ur(K, X;Qp/Zp(2))

:= Im
(
H3(X,Qp/Zp(2)) → H3(K,Qp/Zp(2))

)
∩H3

ur(K,Qp/Zp(2)),

whereT∞(n) denoteslim−→ r≥1 Tr(n). If k is an algebraic number field, then this setting is the

same as that in the introduction.

1.9. Letk be an algebraic number field, and letX → S = Spec(ok) be as in 1.8. In this

situation, we will often use the following notation. For a closed pointv ∈ S, let ov (resp.kv)

be the completion ofok (resp.k) atv, and letFv be the residue field ofkv. We put

Xv := X ⊗ok
ov, Xv := X ⊗ok

kv, Yv := X ⊗ok
Fv

and writejv : Xv ↪→ Xv (resp.iv : Yv ↪→ Xv) for the natural open (resp. closed) immersion.

We putYv := Yv ×Fv Fv, and writeΣ for the set of all closed point onS of characteristicp.

1.10. Letk be aǹ -adic local field with̀ a prime number, and letX → S = Spec(ok) be as

in 1.8. In this situation, we will often use the following notation. LetF be the residue field of

k and put

X := X ⊗ok
k, Y := X ⊗ok

F.

We writej : X ↪→ X (resp.i : Y ↪→ X ) for the natural open (resp. closed) immersion. Let

kur be the maximal unramified extension ofk, and letour be its integer ring. We put

X ur := X ⊗ok
our, Xur := X ⊗ok

kur, Y := Y ×F F.
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2. PRELIMINARIES ON GALOIS COHOMOLOGY

In this section, we provide some preliminary lemmas which will be frequently used in this

paper. Letk be an algebraic number field (global field) or its completion at a finite place

(local field). Letok be the integer ring ofk, and putS := Spec(ok). Letp be a prime number.

If k is global, we often writeΣ for the set of the closed points onS of characteristicp.

2.1. Selmer group. Let X be a proper smooth variety overSpec(k), and putX := X ⊗k k.

If k is global, we fix a non-empty open subsetU0 ⊂ S \ Σ for which there exists a proper

smooth morphismXU0 → U0 with XU0 ×U0 k ' X. Forv ∈ S1, let kv andFv be as in the

notation 1.9. In this section we are concerned withGk-modules

V := H i(X,Qp(n)) and A := H i(X,Qp/Zp(n)).

For M = V or A and a non-empty open subsetU ⊂ U0, let H∗(U,M) denote théetale

cohomology groups with coefficients in the smooth sheaf onUét associated toM .

Definition 2.1.1. (1) Assume thatk is local. LetH1
f (k, V ) andH1

g (k, V ) be as defined in

[BK2] , (3.7). For ∗ ∈ {f, g}, we define

H1
∗ (k, A) := Im

(
H1
∗ (k, V ) −→ H1(k,A)

)
.

(2) Assume thatk is global. ForM ∈ {V,A} and a non-empty open subsetU ⊂ S, we

define the subgroupH1
f,U(k, M) ⊂ H1

cont(k, M) as the kernel of the natural map

H1
cont(k, M) −→

∏

v∈U1

H1
cont(kv,M)/H1

f (kv,M)×
∏

v∈S\U
H1

cont(kv,M)/H1
g (kv,M).

If U ⊂ U0, we have

H1
f,U(k, M) = Ker

(
H1(U,M) −→

∏
v∈S\U H1

cont(kv,M)/H1
g (kv,M)

)
.

We define the groupH1
g (k,M) andH1

ind(k, M) as

H1
g (k,M) := lim−→

U⊂U0

H1
f,U(k, M), H1

ind(k,M) := lim−→
U⊂U0

H1(U,M),

whereU runs through all non-empty open subsets ofU0. These groups are indepen-

dent of the choice ofU0 andXU0 (cf. [EGA4], 8.8.2.5).

(3) If k is local, we defineH1
ind(k, M) to beH1

cont(k, M) for M ∈ {V,A}.
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Note thatH1
ind(k,A) = H1(k, A).

2.2. p-adic point of motives. We provide a key lemma fromp-adic Hodge theory which

play crucial roles in this paper (see Theorem 2.2.1 below). Assume thatk is ap-adic local

field, and that there exists a regular schemeX which is proper flat of finite type overS =

Spec(ok) with X ⊗ok
k ' X and which has semistable reduction. Leti andn be non-negative

integers. Put

V i := H i+1(X,Qp), V i(n) := V i ⊗Qp Qp(n),

and

H i+1(X , τ≤nRj∗Qp(n)) :=
{
lim←− r≥1 H i+1(X , τ≤nRj∗µ⊗n

pr )
}⊗Zp Qp,

wherej denotes the natural open immersionX ↪→ X . There is a natural pull-back map

α : H i+1(X , τ≤nRj∗Qp(n)) −→ H i+1(X,Qp(n)).

Let H i+1(X , τ≤rRj∗Qp(n))0 be the kernel of the composite map

α′ : H i+1(X , τ≤nRj∗Qp(n))
α−→ H i+1(X,Qp(n)) −→ (

V i+1(n)
)Gk .

For this group, there is a composite map

α : H i+1(X , τ≤nRj∗Qp(n))0 −→ F 1H i+1(X,Qp(n)) −→ H1
cont(k, V i(n)),

whose first arrow is induced byα. The second arrow is an edge homomorphism a Hochschild-

Serre spectral sequence

Eu,v
2 := Hu

cont(k, V v(n)) =⇒ Hu+v
cont (X,Qp(n))(' Hu+v(X,Qp(n))).

andF • denotes the filtration onH i+1(X,Qp(n)) resulting from this spectral sequence. Con-

cerning the image ofα, we show the following:

Theorem 2.2.1.Assume thatp ≥ n + 2. ThenIm(α) = H1
g (k, V i(n)).

Proof. We use the following comparison theorem of log syntomic complexes andp-adic

vanishing cycles due to Kato, Kurihara and Tsuji ([Ka1], [Ku], [Ka2], [Ts2]). LetY be the

closed fiber ofX → S and letι : Y ↪→ X be the natural closed immersion.
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Theorem 2.2.2(Kato / Kurihara / Tsuji ). For integersn, r with 0 ≤ n ≤ p − 2 andr ≥ 1,

there is a canonical isomorphism

η : slog
r (n) ∼−→ ι∗ι∗(τ≤nRj∗µ⊗n

pr ) in Db(Xét,Z/prZ),

whereslog
r (n) = slog

r (n)X is the log syntomic complex defined by Kato[Ka1] (cf. [Ts1]).

Put

H∗(X , slog
Qp

(n)) :=
{
lim←− r≥1 H∗(X , slog

r (n))
}⊗Zp Qp,

and defineH i+1(X , slog
Qp

(n))0 as the kernel of the composite map

H i+1(X , slog
Qp

(n)) ∼−→
η

H i+1(X , τ≤nRj∗Qp(n))
α′−→ (

V i+1(n)
)Gk ,

where we have used the properness ofX overS. There is an induced map

η : H i+1(X , slog
Qp

(n))0 ∼−→
η

H i+1(X , τ≤nRj∗Qp(n))0 α−→ H1
cont(k, V i(n)).

On the other hand, we have the following fact ([La3], [Ne2], Theorem 3.1):

Theorem 2.2.3(Langer / Nekovář ). Im(η) agrees withH1
g (k, V i(n)).

By these facts, we obtain Theorem 2.2.1. ¤

Remark 2.2.4. (1) Theorem2.2.3 is an extension of thep-adic point conjecture raised by

Schneider in the good reduction case[Sch]. This conjecture was proved by Langer-

Saito[LS] in a special case and by Nekovář [Ne1] in the general case.

(2) Theorem2.2.3 holds unconditionally onp, if we define the spaceH i+1(X , slog
Qp

(n))

using Tsuji’s version of log syntomic complexesSr̃ (n) (r ≥ 1) in [Ts1], §2.

2.3. Elementary facts onZp-modules. For an abelian groupM , let MDiv be its maximal

divisible subgroup. For a torsion abelian groupM , let Cotor(M) be the cotorsion part

M/MDiv. We say that aZp-moduleM is cofinitely generated overZp (or simply,cofinitely

generated), if its Pontryagin dualHomZp(M,Qp/Zp) is a finitely generatedZp-module.

Lemma 2.3.1.Let0 → L → M → N → 0 be a short exact sequence ofZp-modules.
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(1) Assume thatL, M andN are cofinitely generated. Then there is a positive integerr0

such that for anyr ≥ r0 we have an exact sequence of finite abelianp-groups

0 → prL → prM → prN → Cotor(L) → Cotor(M) → Cotor(N) → 0.

Consequently, taking the projective limit of this exact sequence with respect tor ≥ r0

there is an exact sequence of finitely generatedZp-modules

0 → Tp(L) → Tp(M) → Tp(N) → Cotor(L) → Cotor(M) → Cotor(N) → 0,

where for an abelian groupA, Tp(A) denotes itsp-adic Tate module.

(2) Assume thatL is cofinitely generated up to a group of finite exponent, i.e.,LDiv is

cofinitely generated andCotor(L) has a finite exponent. Assume further thatM

is divisible, and thatN is cofinitely generated and divisible. ThenL and M are

cofinitely generated.

(3) Assume thatL is cofinitely generated up to a group of finite exponent. Then for a divis-

ible subgroupD ⊂ N and its inverse imageD′ ⊂ M , the induced map(D′)Div → D

is surjective. In particular, the natural mapMDiv → NDiv is surjective.

(4) If LDiv = NDiv = 0, then we haveMDiv = 0.

Proof. (1) There is a commutative diagram with exact rows

0 // L //

×pr

��

M //

×pr

��

N //

×pr

��

0

0 // L // M // N // 0.

One obtains the assertion by applying the snake lemma to this diagram, notingCotor(A) '
A/pr for a cofinitely generatedZp-moduleA and a sufficiently larger ≥ 1.

(2) Our task is to show thatCotor(L) is finite. By a similar argument as for (1), there is an

exact sequence for a sufficiently larger ≥ 1

0 −→ prL −→ prM −→ prN −→ Cotor(L) −→ 0,

where we have used the assumptions onL andM . Hence the finiteness ofCotor(L) follows

from the assumption thatN is cofinitely generated.
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(3) We have only to show the caseD = NDiv. For aZp-moduleA, we have

ADiv = Im
(
HomZp(Qp, A) → A

)

by [J1], Lemma (4.3.a). SinceExt1
Zp

(Qp, L) = 0 by the assumption onL, the following

natural map is surjective:

HomZp(Qp,M) −→ HomZp(Qp, N).

By these facts, the natural mapMDiv → NDiv is surjective.

(4) For aZp-moduleA, we have

ADiv = 0 ⇐⇒ HomZp(Qp, A) = 0

by [J1], Remark (4.7). The assertion follows from this fact and the exact sequence

0 −→ HomZp(Qp, L) −→ HomZp(Qp,M) −→ HomZp(Qp, N)

This completes the proof of the lemma. ¤

2.4. Divisible part of H1(k, A). Let the notation be as in§2.1. We prove here the following

general lemma, which will be used frequently in§§3–7:

Lemma 2.4.1.Under the notation in Definition2.1.1 we have

Im
(
H1

ind(k, V ) → H1(k, A)
)

= H1(k, A)Div,

Im
(
H1

g (k, V ) → H1(k, A)
)

= H1
g (k, A)Div.

Proof. The assertion is clear ifk is local. Assume thatk is global. Without loss of generality

we may assume thatA is divisible. We prove only the second equality and omit the first one

(see Remark 2.4.9 (2) below). LetU0 ⊂ S be as in§2.1. We have

(2.4.2) Im
(
H1

f,U(k, V ) → H1(U,A)
)

= H1
f,U(k, A)Div

for non-empty openU ⊂ U0. This follows from a commutative diagram with exact rows

0 // H1
f,U(k, V ) //

��

H1(U, V ) //

α

��

∏
v∈S\U H1

cont(kv, V )/H1
g (kv, V )

β

��

0 // H1
f,U(k,A) // H1(U,A) //

∏
v∈S\U H1(kv, A)/H1

g (kv, A)
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and the facts thatCoker(α) is finite and thatKer(β) is finitely generated overZp. By (2.4.2),

the second equality of the lemma is reduced to the following assertion:

(2.4.3) lim−→
U⊂U0

(
H1

f,U(k, A)Div

)
=

(
lim−→

U⊂U0

H1
f,U(k, A))

)
Div.

To show this equality, we will prove the following sublemma:

Sublemma 2.4.4.For an open subsetU ⊂ U0, put

CU := Coker
(
H1

f,U0
(k, A) → H1

f,U(k, A)
)
.

Then there exists a non-empty open subsetU1 ⊂ U0 such that the quotientCU/CU1 is divisible

for any open subsetU ⊂ U1.

We first finish our proof of (2.4.3) admitting this sublemma. LetU1 ⊂ U0 be a non-empty

open subset as in Sublemma 2.4.4. Noting thatH1
f,U(k, A) is cofinitely generated, there is an

exact sequence of finite groups

Cotor
(
H1

f,U1
(k, A)

) −→ Cotor
(
H1

f,U(k, A)
) −→ Cotor(CU/CU1) −→ 0

for openU ⊂ U1 by Lemma 2.3.1 (1). By this exact sequence and Sublemma 2.4.4, the

natural mapCotor(H1
f,U1

(k,A)) → Cotor(H1
f,U(k,A)) is surjective for any openU ⊂ U1,

which implies that the inductive limit

lim−→
U⊂U0

Cotor(H1
f,U(k, A))

is a finite group. The equality (2.4.3) follows easily from this.

Proof of Sublemma 2.4.4.We need the following general fact:

Sublemma 2.4.5.Let N = {Nλ}λ∈Λ be an inductive system of cofinitely generatedZp-

modules indexed by a filtered setΛ such thatCoker(Nλ → Nλ′) is divisible for any two

λ, λ′ ∈ Λ with λ′ ≥ λ. Let L be a cofinitely generatedZp-module and{fλ : Nλ → L}λ∈Λ

beZp-homomorphisms compatible with the transition maps ofN . Then there existsλ0 ∈ Λ

such thatCoker
(
Ker(fλ0) → Ker(fλ)

)
is divisible for anyλ ≥ λ0.

Proof of Sublemma 2.4.5.Let f∞ : N∞ → L be the limit offλ. The assumption onN

implies that for any twoλ, λ′ ∈ Λ with λ′ ≥ λ, the quotientIm(fλ′)/Im(fλ) is divisible, so
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that

(2.4.6) Cotor(Im(fλ)) → Cotor(Im(fλ′)) is surjective.

By the equalityIm(f∞) = lim−→ λ∈Λ Im(fλ), there is a short exact sequence

0 −→ lim−→
λ∈Λ

(
Im(fλ)Div

) −→ Im(f∞) −→ lim−→
λ∈Λ

Cotor(Im(fλ)) −→ 0,

and the last term is finite by the fact (2.4.6) and the assumption thatL is cofinitely generated.

Hence we get

lim−→
λ∈Λ

(
Im(fλ)Div

)
= Im(f∞)Div.

SinceIm(f∞)Div has finite corank, there exists an elementλ0 ∈ Λ such thatIm(fλ)Div =

Im(f∞)Div for anyλ ≥ λ0. This fact and (2.4.6) imply the equality

(2.4.7) Im(fλ) = Im(fλ0) for anyλ ≥ λ0.

Now letλ ∈ Λ satisfyλ ≥ λ0. Applying the snake lemma to the commutative diagram

Nλ0
//

fλ0

��

Nλ
//

fλ

��

Nλ/Nλ0
//

��

0

0 // L L // 0,

we get an exact sequence

Ker(fλ0) −→ Ker(fλ0) −→ Nλ/Nλ0

0−→ Coker(fλ0)
∼−→ Coker(fλ),

which proves Sublemma 2.4.5, beucaseNλ/Nλ0 is divisible by assumption. ¤

We now turn to the proof of Sublemma 2.4.4. For non-empty openU ⊂ U0, there is a

commutative diagram with exact rows

H1(U0, A) −→ H1(U,A) −→ ⊕
v∈U0\U

A(−1)GFv
βU−→ H2(U0, A)

rU0

y rU

y αU

y
0 −→ ⊕

v∈S\U0

H1
/g(kv, A) −→ ⊕

v∈S\U
H1

/g(kv, A) −→ ⊕
v∈U0\U

H1
/g(kv, A),

where we put

H1
/g(kv, A) := H1(kv, A)/H1

g (kv, A)
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for simplicity. The upper row is obtained from a localization exact sequence ofétale coho-

mology groups and the isomorphism

H2
v (U0, A) ' H1(kv, A)/H1(Fv, A) ' A(−1)GFv for v ∈ U0 \ U,

where we have used the fact that the action ofGk on A is unramified atv ∈ U0. The map

αU is obtained from the facts thatH1
g (kv, A) = H1(kv, A)Div if v 6∈ Σ and thatH1(Fv, A) is

divisible (recall thatA is assumed to be divisible). It gives

(2.4.8) Ker(αU) =
⊕

v∈U0\U

(
A(−1)GFv

)
Div.

Now letφU be the composite map

φU : Ker(αU) ↪→
⊕

v∈U0\U
A(−1)GFv βU−→ H2(U0, A),

and let

ψU : Ker(φU) −→ Coker(rU0)

be the map induced by the above diagram. Note that

CU ' Ker(ψU), since H1
f,U(k, A) = Ker(rU).

By (2.4.8), the inductive system{Ker(αU)}U⊂U0 and the maps{φU}U⊂U0 satisfy the as-

sumptions in Sublemma 2.4.5. Hence there exists a non-empty open subsetU ′ ⊂ U0 such

thatKer(φU)/Ker(φU ′) is divisible for any openU ⊂ U ′. Then applying Sublemma 2.4.5

again to the inductive system{Ker(φU)}U⊂U ′ and the maps{ψU}U⊂U ′, we conclude that

there exists a non-empty open subsetU1 ⊂ U ′ such that the quotient

Ker(ψU)/Ker(ψU1) = CU/CU1

is divisible for any open subsetU ⊂ U1. This completes the proof of Sublemma 2.4.4 and

Lemma 2.4.1. ¤

Remark 2.4.9. (1) By the argument after Sublemma2.4.4, Cotor(H1
g (k, A)) is finite.

(2) One obtains the first equality in Lemma2.4.1 by replacing the local termsH1
/g(kv, A)

in the above diagram withCotor(H1(kv, A)).
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2.5. Cotorsion part of H1(k, A). Assume thatk is global, and let the notation be as in

§2.1. We investigate here the boundary map

δU0 : H1(k,A) −→
⊕

v∈(U0)1

A(−1)GFv

arising from the localization theory ińetale topology and the purity for discrete valuation

rings. Concerning this map, we prove the following standard lemma, which will be used in

our proof of Theorem 1.2:

Lemma 2.5.1. (1) The map

δU0,Div : H1(k,A)Div −→
⊕

v∈(U0)1

(
A(−1)GFv

)
Div

induced byδU0 has cofinitely generated cokernel.

(2) The map

δU0,Cotor : Cotor(H1(k, A)) −→
⊕

v∈(U0)1

Cotor
(
A(−1)GFv

)

induced byδU0 has finite kernel and cofinitely generated cokernel.

We have nothing to say about the finiteness of the cokernel of these maps.

Proof. For a non-empty openU ⊂ U0, there is a commutative diagram of cofinitely generated

Zp-modules

H1(U,A)Div

γU //
_�

��

⊕
v∈U0\U

(
(A(−1)GFv

)
Div

_�

��

H1(U0, A) // H1(U,A)
αU //

⊕
v∈U0\U A(−1)GFv

βU // H2(U0, A),

where the lower row is obtained from the localization theory inétale cohomology and the

purity for discrete valuation rings, andγU is induced byαU . Let

fU : Cotor(H1(U,A)) −→
⊕

v∈U0\U
Cotor

(
A(−1)GFv

)

be the map induced byαU . By a diagram chase, we obtain an exact sequence

Ker(fU) −→ Coker(γU) −→ Coker(αU) −→ Coker(fU) −→ 0.
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Taking the inductive limit with respect to all non-empty open subsetsU ⊂ U0, we obtain an

exact sequence

Ker(δU0,Cotor) −→ Coker(δU0,Div) −→ lim−→
U⊂U0

Coker(αU) −→ Coker(δU0,Cotor) −→ 0,

where we have used Lemma 2.4.1 to obtain the equalitiesKer(δU0,Cotor) = lim−→ U⊂U0 Ker(fU)

and Coker(δU0,Div) = lim−→ U⊂U0 Coker(γU). Since lim−→ U⊂U0 Coker(αU) is a subgroup of

H2(U0, A), it is cofinitely generated. Hence the assertions in Lemma 2.5.1 are reduced to

showing thatKer(δU0,Cotor) is finite. We prove this finiteness assertion. The lower row of the

above diagram yields exact sequences

Cotor(H1(U0, A)) −→ Cotor(H1(U,A)) −→ Cotor(Im(αU)) −→ 0,(2.5.2)

Tp(Im(βU)) −→ Cotor(Im(αU)) −→
⊕

v∈U0\U
Cotor

(
A(−1)GFv

)
,(2.5.3)

where the second exact sequence arises from the short exact sequence

0 −→ Im(αU) −→
⊕

v∈U0\U
A(−1)GFv −→ Im(βU) −→ 0

(cf. Lemma 2.3.1 (1)). Taking the inductive limit of (2.5.2) with respect to all non-empty

openU ⊂ U0, we obtain the finiteness of the kernel of the map

Cotor(H1(k, A)) −→ lim−→
U⊂U0

Cotor(Im(αU)).

Taking the inductive limit of (2.5.3) with respect to all non-empty openU ⊂ U0, we see that

the kernel of the map

lim−→
U⊂U0

Cotor(Im(αU)) −→
⊕

v∈(U0)1

Cotor
(
A(−1)GFv

)
,

is finite, because we have

lim−→
U⊂U0

Tp(Im(βU)) ⊂ Tp(H
2(U0, A))

and the group on the right hand side is a finitely generatedZp-module. ThusKer(δU0,Cotor) is

finite and we obtain Lemma 2.5.1. ¤
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2.6. Local-global principle. Let the notation be as in§2.1. If k is local, then the Galois

cohomological dimensioncd(k) is 2 (cf. [Se], II.4.3). In the case thatk is global, we have

cd(k) = 2 either if p ≥ 3 or if k is totally imaginary. Otherwise,Hq(k, A) is finite 2-torsion

for q ≥ 3 (cf. loc. cit., II.4.4, Proposition 13, II.6.3, Theorem B). As for the second Galois

cohomology groups, the following local-global principle due to Jannsen ([J2],§4, Theorem

4) plays a fundamental role in this paper (see also loc. cit.,§7, Corollary 7):

Theorem 2.6.1(Jannsen). Assume thatk is global and thati 6= 2(n − 1). LetP be the set

of all places ofk. Then the map

H2(k, H i(X,Qp/Zp(n))) −→
⊕
v∈P

H2(kv, H
i(X,Qp/Zp(n)))

has finite kernel and cokernel, and the map

H2(k,H i(X,Qp/Zp(n))Div) −→
⊕
v∈P

H2(kv, H
i(X,Qp/Zp(n))Div)

is bijective.

We apply these facts to the filtrationF • onH∗(X,Qp/Zp(n)) resulting from the Hochschild-

Serre spectral sequence

(2.6.2) Eu,v
2 = Hu(k, Hv(X,Qp/Zp(n))) =⇒ Hu+v(X,Qp/Zp(n)).

Corollary 2.6.3. Assume thatk is global and thati 6= 2n. Then:

(1) F 2H i(X,Qp/Zp(n))Div is cofinitely generated andCotor(F 2H i(X,Qp/Zp(n))) has

a finite exponent.

(2) For v ∈ P , putXv := X ⊗k kv. Then the natural maps

F 2H i(X,Qp/Zp(n)) −→
⊕
v∈P

F 2H i(Xv,Qp/Zp(n)),

F 2H i(X,Qp/Zp(n))Div −→
⊕
v∈P

F 2H i(Xv,Qp/Zp(n))Div

have finite kernel and cokernel(and the second map is surjective).

Proof. Let ok be the integer ring ofk, and putS := Spec(ok). Note that the set of all finite

places ofk agrees withS1.
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(1) The groupH2(kv, H
i−2(X,Qp/Zp(n))Div) is divisible and cofinitely generated for any

v ∈ S1, and it is zero ifp 6 | v andX has good reduction atv, by the local Poitou-Tate duality

[Se], II.5.2, Th́eor̀eme 2 and Deligne’s proof of the Weil conjecture [De2] (see [Sat2], Lemma

2.4 for details). The assertion follows from this fact and Theorem 2.6.1.

(2) We prove the assertion only for the first map. The assertion for the second map is

similar and left to the reader. For simplicity, we assume that

(]) p ≥ 3 or k is totally imaginary.

Otherwise one can check the assertion by repeating the same arguments as below in the

category of abelian groups modulo finite abelian groups. By(]), we havecdp(k) = 2 and

there is a commutative diagram

H2(k, H i−2(X,Qp/Zp(n))) //

����

⊕
v∈S1 H2(kv, H

i−2(X,Qp/Zp(n)))

����
F 2H i(X,Qp/Zp(n)) //

⊕
v∈S1 F 2H i(Xv,Qp/Zp(n)),

where the vertical arrows are edge homomorphisms of Hochschild-Serre spectral sequences

and these arrows are surjective. Since

H2(kv, H
i−2(X,Qp/Zp(n))) = 0 for archimedean placesv

by (]), the top horizontal arrow has finite kernel and cokernel by Theorem 2.6.1. Hence

it is enough to show that the right vertical arrow has finite kernel. For anyv ∈ S1, thev-

component of this map has finite kernel by Deligne’s criterion [De1] (see also [Sat2], Remark

1.2). If v is prime top andX has good reduction atv, then thev-component is injective.

Indeed, there is an exact sequence resulting from a Hochschild-Serre spectral sequence and

the fact thatcd(kv) = 2:

H i−1(Xv,Qp/Zp(n))
d−→ H i−1(X,Qp/Zp(n)))Gkv

−→ H2(kv, H
i−2(X,Qp/Zp(n))) −→ F 2H i(Xv,Qp/Zp(n)).
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The edge homomorphismd is surjective by the commutative square

H i−1(Yv,Qp/Zp(n)) // //

��

H i−1(Yv,Qp/Zp(n)))GFv

o
��

H i−1(Xv,Qp/Zp(n))
d // H i−1(X,Qp/Zp(n)))Gkv .

HereYv denotes the reduction ofX at v andYv denotesYv ⊗Fv Fv. The left (resp. right)

vertical arrow arises from the proper base change theorem (resp. proper smooth base change

theorem), and the top horizontal arrow is surjective by the fact thatcd(Fv) = 1. Thus we

obtain the assertion. ¤
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3. FINITENESS OF TORSION IN ACHOW GROUP

3.1. Finiteness ofCH2(X)p-tors. Let k, S, p andΣ be as in the beginning of§2, and letX

be a proper smooth geometrically integral variety overSpec(k). We introduce the following

technical condition:

H0: The groupH3
ét(X,Qp(2))Gk is trivial.

If k is global,H0 always holds by Deligne’s proof of the Weil conjecture [De2]. Whenk is

local, H0 holds if dim(X) = 2 or if X has good reduction (cf. [CTR2],§6); it is in general

a consequence of the monodromy-weight conjecture. The purpose of this section is to show

the following result, which is a generalization of a result of Langer [La4], Proposition 3 and

implies the finiteness assertion onCH2(X)p-tors in Theorem 1.2 (1):

Theorem 3.1.1.AssumeH0, H1* and eitherp ≥ 5 or the equality

(∗g) H1
g (k, H2(X,Qp/Zp(2)))Div = H1(k, H2(X,Qp/Zp(2)))Div.

ThenCH2(X)p-tors is finite.

Remark 3.1.2. (1) (∗g) holds ifH2(X, OX) = 0 or if k is `-adic local with` 6= p.

(2) Crucial facts to this theorem are Lemmas3.2.2, 3.3.5 and 3.5.2 below. The short

exact sequence in Lemma3.2.2 is an important consequence of the Merkur’ev-Suslin

theorem[MS].

3.2. Regulator map. We recall here the definition of the regulator maps

(3.2.1) regΛ : CH2(X, 1)⊗ Λ −−−→ H1
ind(k,H2(X, Λ(2)))

with Λ = Qp orQp/Zp, assumingH0. The general framework ońetale Chern class maps and

regulator maps is due to Soulé [So1], [So2]. We include here a more elementary construction

of regΛ, which will be useful in this paper. LetK := k(X) be the function field ofX. Take

an open subsetU0 ⊂ S \ Σ = S[p−1] and a smooth proper schemeXU0 overU0 satisfying

XU0 ×U0 Spec(k) ' X. For an open subsetU ⊂ U0, putXU := XU0 ×U0 U and define

N1H3(XU , µ⊗2
pr ) := Ker

(
H3(XU , µ⊗2

pr ) → H3(K, µ⊗2
pr )

)
.
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Lemma 3.2.2.For an open subsetU ⊂ U0, there is an exact sequence

0 −→ CH2(XU , 1)/pr −→ N1H3(XU , µ⊗2
pr ) −→ prCH2(XU) −→ 0

See§1.7 for the definition ofCH2(XU , 1).

Proof. The following argument is due to Bloch [Bl], Lecture 5. We recall it for the conve-

nience of the reader. There is a localization spectral sequence

(3.2.3) Eu,v
1 =

⊕

x∈(XU )u

Hu+v
x (XU , µ⊗2

pr ) =⇒ Hu+v(XU , µ⊗2
pr ).

By the relative smooth purity, there is an isomorphism

Eu,v
1 '

⊕

x∈(XU )u

Hv−u(x, µ⊗2−u
pr ),

which implies thatN1H3(XU , µ⊗2
pr ) is isomorphic to the cohomology of the Bloch-Ogus

complex

H2(K, µ⊗2
pr ) −→

⊕

y∈(XU )1

H1(y, µpr) −→
⊕

x∈(XU )2

Z/prZ.

By the Merkur’ev-Suslin theorem [MS], this complex is isomorphic to the Gersten complex

KM
2 (K)/pr −→

⊕

y∈(XU )1

k(y)×/pr −→
⊕

x∈(XU )2

Z/prZ.

On the other hand, there is an exact sequence obtained by a diagram chase

0 −→ CH2(XU , 1)⊗ Z/prZ −→ CH2(XU , 1;Z/prZ) −→ prCH2(XU) −→ 0.

HereCH2(XU , 1;Z/prZ) denotes the cohomology of the above Gersten complex and it is

isomorphic toN1H3(XU , µ⊗2
pr ). Thus we obtain the lemma. ¤

Put

M q := Hq(X, Λ(2)) with Λ ∈ {Qp,Qp/Zp}.
For an open subsetU ⊂ U0 let H∗(U,M q) be theétale cohomology with coefficients in the

smooth sheaf associated withM q. There is a Leray spectral sequence

Eu,v
2 = Hu(U,M v) =⇒ Hu+v(XU , Λ(2)).

By Lemma 3.2.2, there is a natural map

CH2(XU , 1)⊗ Λ −→ H3(XU , Λ(2)).
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Noting thatE0,3
2 is zero or finite byH0, we define the map

regXU ,Λ : CH2(XU , 1)⊗ Λ −→ H1(U,M2)

as the composite of the above map with an edge homomorphism of the Leray spectral se-

quence. Finally we defineregΛ in (3.2.1) by passing to the limit over all non-empty open

U ⊂ U0. Our construction ofregΛ does not depend on the choice ofU0 or XU0.

Remark 3.2.4. By Lemma2.4.1, H1 always impliesH1* . If k is local, H1* conversely

impliesH1. As for the case thatk is global, one can check thatH1* impliesH1, assuming

that the groupKer(CH2(XU0) → CH2(X)) is finitely generated up to torsion and that the

Tate conjecture for divisors holds for almost all closed fibers ofXU0/U0.

3.3. Proof of Theorem 3.1.1.We start the proof of Theorem 3.1.1, which will be completed

in §3.5 below. By Lemma 3.2.2, there is an exact sequence

(3.3.1) 0 −→ CH2(X, 1)⊗Qp/Zp
φ−→ N1H3(X,Qp/Zp(2)) −→ CH2(X)p-tors −→ 0,

where we put

N1H3(X,Qp/Zp(2)) := Ker(H3(X,Qp/Zp(2)) → H3(K,Qp/Zp(2))).

In view of (3.3.1), Theorem 3.1.1 is reduced to the following two propositions:

Proposition 3.3.2. (1) If k is local, thenCH2(X)p-tors is cofinitely generated overZp.

(2) Assume thatk is global, and thatCoker
(
regQp/Zp

)
Div is cofinitely generated overZp.

ThenCH2(X)p-tors is cofinitely generated overZp.

Proposition 3.3.3.AssumeH0, H1* and eitherp ≥ 5 or (∗g). Then we have

Im(φ) = N1H3(X,Qp/Zp(2))Div.

We will prove Proposition 3.3.2 in§3.4 below, and Proposition 3.3.3 in§3.5 below.

Remark 3.3.4. (1) If k is local, thenH3(X,Qp/Zp(2)) is cofinitely generated. Hence

Proposition3.3.2 (1) immediately follows from the exact sequence(3.3.1).
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(2) Whenk is global, thenH1(k, A)Div/H
1
g (k, A)Div with A := H2(X,Qp/Zp(2)) is

cofinitely generated by Lemma2.4.1. HenceH1* implies the second assumption of

Proposition3.3.2 (2).

Let F • be the filtration onH∗(X,Qp/Zp(2)) resulting from the Hochschild-Serre spectral

sequence (2.6.2). The following fact due to Salberger ([Sal], Main Lemma 3.9) will play key

roles in our proof of the above two propositions:

Lemma 3.3.5(Salberger). The following group has a finite exponent:

N1H3(X,Qp/Zp(2)) ∩ F 2H3(X,Qp/Zp(2)).

3.4. Proof of Proposition 3.3.2. For (1), see Remark 3.3.4 (1). We prove (2). Put

H3 := H3(X,Qp/Zp(2)) and Γ := φ(CH2(X, 1)⊗Qp/Zp) ⊂ H3

(cf. (3.3.1)). LetF • be the filtration onH3 resulting from the spectral sequence sequence

(2.6.2), and putN1H3 := N1H3(X,Qp/Zp(2)). We haveΓ ⊂ (F 1H3)Div = (H3)Div by H0,

and there is a filtration onH3

0 ⊂ Γ + (F 2H3)Div ⊂ (F 1H3)Div ⊂ H3.

By (3.3.1), the inclusionN1H3 ⊂ H3 induces an inclusionCH2(X)p-tors ⊂ H3/Γ . We show

that the image of this inclusion is cofinitely generated, using the above filtration onH3. It

suffices to show the following lemma:

Lemma 3.4.1. (1) The kernel ofCH2(X)p-tors → H3/(Γ + (F 2H3)Div) is finite.

(2) The image ofCH2(X)p-tors → H3/(F 1H3)Div is finite.

(3) PutM := (F 1H3)Div/(Γ +(F 2H3)Div). Then the assumption of Proposition3.3.2 (2)

implies thatM is cofinitely generated.

Proof. (1) There is an exact sequence

0 → (N1H3 ∩ (F 2H3)Div)/(Γ ∩ (F 2H3)Div) → CH2(X)p-tors → H3/(Γ + (F 2H3)Div).

Hence (1) follows from Lemma 3.3.5 and Corollary 2.6.3 (1).
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(2) Let U0 andXU0 → U0 be as in§3.2. For non-empty openU ⊂ U0, there is a commu-

tative diagram up to a sign

N1H3(XU ,Qp/Zp(2)) //
_�

��

CH2(XU)⊗ Zp

%

��
H3(XU ,Qp/Zp(2)) // H4(XU ,Zp(2))

by the same argument as for [CTSS],§1, Proposition 1. Here the top arrow is the composite of

N1H3(XU ,Qp/Zp(2)) → CH2(XU)p-tors (cf. Lemma 3.2.2) with the natural inclusion. The

bottom arrow is a Bockstein map and the right vertical arrow is the cycle class map ofXU .

Taking the inductive limit with respect to all non-emptyU ⊂ U0, we obtain a commutative

diagram (up to a sign)

N1H3 //
_�

��

CH2(X)⊗ Zp

%ind

��

H3 // H4
ind(X,Zp(2)),

whereH4
ind(X,Zp(2)) is defined as the inductive limit ofH4(XU ,Zp(2)) with respect to

U ⊂ U0. Now this diagram yields a commutative diagram (up to a sign)

CH2(X)p-tors
//

��

CH2(X)⊗ Zp

%cont

��
H3/(F 1H3)Div

� � // H4
cont(X,Zp(2)),

whereH∗
cont(X,Zp(2)) denotes the continuousétale cohomology [J1] and the bottom arrow

is injective byH0 and loc. cit., Theorem (5.14). The image of%cont is finitely generated over

Zp by [Sa], Theorem (4-4). This proves (2).

(3) We put

N := (F 1H3)Div/{Γ + (F 2H3 ∩ (F 1H3)Div)} = Coker
(
regQp/Zp

)
Div,

which is cofinitely generated by assumption. There is an exact sequence

(F 2H3 ∩ (F 1H3)Div)/(F
2H3)Div −→ M −→ N −→ 0,

where the first group has a finite exponent by Corollary 2.6.3 (1),N is divisible and cofinitely

generated, andM is divisible. HenceM is cofinitely generated by Lemma 2.3.1 (2). This

completes the proof of Lemma 3.4.1 and Proposition 3.3.2. ¤
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3.5. Proof of Proposition 3.3.3. We put

NF 1H3(X,Qp/Zp(2)) := N1H3(X,Qp/Zp(2)) ∩ F 1H3(X,Qp/Zp(2)).

Note thatN1H3(X,Qp/Zp(2))Div = NF 1H3(X,Qp/Zp(2))Div by H0. There is an edge

homomorphism of the spectral sequence (2.6.2)

(3.5.1) ψ : F 1H3(X,Qp/Zp(2)) −→ H1(k,H2(X,Qp/Zp(2))).

The composite ofφ in (3.3.1) andψ agrees withregQp/Zp
. Thus by Lemma 3.3.5, we are

reduced to the following lemma, which generalizes [LS], Lemma (5.7) and extends [La1],

Lemma (3.3):

Lemma 3.5.2.Assume eitherp ≥ 5 or (∗g). Thenψ(NF 1H3(X,Qp/Zp(2))Div) is contained

in H1
g (k, H2(X,Qp/Zp(2))).

We start the proof of this lemma. The assertion is obvious under the assumption (∗g). Hence

we are done ifk is `-adic local with` 6= p (cf. Remark 3.1.2 (1)). It remains to deal with the

following two cases:

(1) k is p-adic local withp ≥ 5.

(2) k is global andp ≥ 5.

Put A := H2(X,Qp/Zp(2)) for simplicity. We first reduce the case (2) to the case (1).

Suppose thatk is global. Then there is a commutative diagram

NF 1H3(X,Qp/Zp(2))Div
//

��

H1(k, A)

��∏
v∈S1 NF 1H3(Xv,Qp/Zp(2))Div

//
∏

v∈S1 H1(kv, A),

where the vertical arrows are natural restriction maps. By this diagram and the definition of

H1
g (k,A), the case (2) is reduced to the case (1). We prove the case (1). We first reduce

the problem to the case whereX has semistable reduction. By the alteration theorem of de

Jong [dJ], there exists a proper flat generically finite morphismX ′ → X such thatX ′ is

projective smooth overk and has a proper flat regular model over the integral closureo′ of ok
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in Γ (X ′, OX′) with semistable reduction. There is a commutative diagram

NF 1H3(X,Qp/Zp(2))Div
//

��

H1(k, A) //

��

H1(k, A)/H1
g (k,A)

��

NF 1H3(X ′,Qp/Zp(2))Div
// H1(L, A′) // H1(L, A′)/H1

g (L,A′),

where we putL := Frac(o′) andA′ := H2(X ′ ⊗L k,Qp/Zp(2)), and the vertical arrows are

natural restriction maps. Our task is to show that the composite of the upper row is zero.

BecauseX ′ andX are proper smooth varieties overk, the restriction mapr : A → A′ has

a quasi-sections : A′ → A with s ◦ r = d · idA, whered denotes the extension degree of

the function field ofX ′ ⊗L k over that ofX. Hence by the functoriality ofH1
g (k, A) in A,

the right vertical arrow in the above diagram has finite kernel, and the problem is reduced to

showing that the composite of the lower row is zero. Thus we are reduced to the case where

X has a proper flat regular modelX over S = Spec(ok) with semistable reduction. We

prove this case. Letj : X ↪→ X be the natural open immersion. There is a natural injective

map

αr : H3(X , τ≤2Rj∗µ⊗2
pr ) � � // H3(X,µ⊗2

pr )

induced by the natural morphismτ≤2Rj∗µ⊗2
pr → Rj∗µ⊗2

pr . By Theorem 2.2.1, it suffices to

show the following two lemmas (see also Remark 3.5.6 below):

Lemma 3.5.3.N1H3(X,µ⊗2
pr ) ⊂ Im(αr) for anyr ≥ 1.

Lemma 3.5.4.Put

H3(X , τ≤2Rj∗Qp/Zp(2)) := lim−→
r≥1

H3(X , τ≤2Rj∗µ⊗2
pr ), and

H3(X , τ≤2Rj∗Qp/Zp(2))0 := Ker
(
H3(X , τ≤2Rj∗Qp/Zp(2)) → H3(X,Qp/Zp(2))

)
.

Then the canonical map

H3(X , τ≤2Rj∗Qp(2))0 −→ H3(X , τ≤2Rj∗Qp/Zp(2))0

has finite cokernel, whereH3(X , τ≤2Rj∗Qp(2))0 is as we defined in§2.2.

Proof of Lemma3.5.3. We use the following fact due to Hagihara ([SH], A.2.4, A.2.6),

whose latter vanishing will be used later in§6:
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Lemma 3.5.5(Hagihara). Let n, r andc be integers withn ≥ 0 andr, c ≥ 1. Then for any

q ≤ n + c and any closed subschemeZ ⊂ Y with codimX (Z) ≥ c, we have

Hq
Z(X , τ≤nRj∗µ⊗n

pr ) = 0 = Hq+1
Z (X , τ≥n+1Rj∗µ⊗n

pr ).

To show Lemma 3.5.3, we compute the local-global spectral sequence

Eu,v
1 =

⊕

x∈X a

Hu+v
x (X , τ≤2Rj∗µ⊗2

pr ) =⇒ Hu+v(X , τ≤2Rj∗µ⊗2
pr ).

By the first part of Lemma 3.5.5 and the smooth purity for points onX, we have

Eu,v
1 =

{
Hv(K, µ⊗2

pr ) (if u = 0)⊕
x∈Xu Hv−u(x, µ⊗2−u

pr ) (if v ≤ 2).

Repeating the same computation as in the proof of Lemma 3.2.2, we obtain

N1H3(X, µ⊗2
pr ) ' E1,2

2 = E1,2
∞ ↪→ H3(X , τ≤2Rj∗µ⊗2

pr ),

which implies Lemma 3.5.3. ¤

Remark 3.5.6.Lemma3.5.3 extends a result of Langer-Saito([LS], Lemma(5.4)) to regular

semistable families and removes the assumption in[La1], Lemma(3.1) concerning Gersten’s

conjecture for algebraicK-groups. Therefore the same assumption in loc. cit., TheoremA

has been removed as well.

Proof of Lemma 3.5.4.By the Bloch-Kato-Hyodo theorem on the structure ofp-adic vanish-

ing cycles ([BK1], [Hy]), there is a distinguished triangle of the following form inDb(Xét)

(cf. [SH], (4.3.3)):

τ≤2Rj∗µ⊗2
pr −→ τ≤2Rj∗µ⊗2

pr+s −→ τ≤2Rj∗µ⊗2
ps −→ (τ≤2Rj∗µ⊗2

pr )[1]

Takingétale cohomology groups, we obtain a long exact sequence

(3.5.7)
· · · −→ Hq(X , τ≤2Rj∗µ⊗2

pr ) −→ Hq(X , τ≤2Rj∗µ⊗2
pr+s) −→ Hq(X , τ≤2Rj∗µ⊗2

ps )

−→ Hq+1(X , τ≤2Rj∗µ⊗2
pr ) −→ · · · .

We claim thatHq(X , τ≤2Rj∗µ⊗2
pr ) is finite for anyq andr. Indeed, the claim is reduced to

the caser = 1 by the exactness of (3.5.7) and this case follows from the Bloch-Kato-Hyodo

theorem mentioned above and the properness ofX overS. Hence taking the projective limit



30 S. SAITO AND K. SATO

of (3.5.7) with respect tor and then taking the inductive limit with respect tos we obtain a

long exact sequence

· · · −→ Hq(X , τ≤2Rj∗Zp(2)) −→ Hq(X , τ≤2Rj∗Qp(2)) −→ Hq(X , τ≤2Rj∗Qp/Zp(2))

−→ Hq+1(X , τ≤2Rj∗Zp(2)) −→ · · · ,

whereHq(X , τ≤2Rj∗Zp(2)) is finitely generated overZp for any q. The assertion in the

lemma easily follows from this exact sequence and a similar long exact sequence ofétale

cohomology groups ofX. The details are straight-forward and left to the reader. ¤

This completes the proof of Lemma 3.5.2, Proposition 3.3.3 and Theorem 3.1.1.
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4. CYCLE CLASS MAP AND UNRAMIFIED COHOMOLOGY

Let k, S, p, X andK be as in the notation 1.8. In this section we give a brief review of

p-adicétale Tate twists and provide some preliminary results on cycle class maps. The main

result of this section is Corollary 4.2.7 below.

4.1. p-adic étale Tate twist. Let n andr be positive integers. We recall here the funda-

mental properties (S1)–(S7) listed below of the objectTr(n) = Tr(n)X ∈ Db(Xét,Z/prZ)

introduced by the second author [SH]. The properties (S1), (S2), (S3) and (S4) characterizes

Tr(n) uniquely up to a unique isomorphism inDb(Xét,Z/prZ).

(S1) There is an isomorphismt : Tr(n)|V ' µ⊗n
pr onV := X [p−1].

(S2) Tr(n) is concentrated in[0, n].

(S3) Let Z ⊂ X be a locally closed regular subscheme of pure codimensionc with

ch(Z) = p. Let i : Z → X be the natural immersion. Then there is a canoni-

cal Gysin isomorphism

Gysn
i : Wr Ωn−c

Z,log[−n− c] ∼−→ τ≤n+cRi!Tr(n) in Db(Zét,Z/prZ),

whereWr Ωq
Z,log denotes théetale subsheaf of the logarithmic part of the Hodge-Witt

sheafWr Ωq
Z ([Bl1], [Il] ).

(S4) For x ∈ X andq ∈ Z≥0, we defineZ/prZ(q) ∈ Db(xét,Z/prZ) as

Z/prZ(q) :=

{
µ⊗q

pr (if ch(x) 6= p)

Wr Ωq
x,log[−q] (if ch(x) = p).

Then fory, x ∈ X with c := codim(x) = codim(y) + 1, there is a commutative

diagram

Hn−c+1(y,Z/prZ(n− c + 1))
−∂val

//

Gysn
iy

��

Hn−c(x,Z/prZ(n− c))

Gysn
ix

��
Hn+c−1

y (X ,Tr(n)) δloc
// Hn+c

x (X ,Tr(n)).

Here for z ∈ X , Gysn
iz is induced by the Gysin map in(S3) (resp. the absolute

purity [RZ], [Th], [FG]) if ch(z) = p (resp.ch(z) 6= p). The arrowδloc denotes the
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boundary map in localization theory and∂val denotes the boundary map of Galois

cohomology groups due to Kato[KCT] , §1.

(S5) LetY be the union of the fibers ofX /S of characteristicp. We define théetale sheaf

νn−1
Y,r onY as

νn−1
Y,r := Ker

(
∂val :

⊕
y∈Y 0 iy∗Wr Ωn−1

y,log −→
⊕

x∈Y 1 ix∗Wr Ωn−2
x,log

)
,

where fory ∈ Y , iy denotes the canonical mapy ↪→ Y . Let i andj be as follows:

V = X [p−1]
j−−−→ X

i←−−− Y.

Then there is a distinguished triangle inDb(Xét,Z/prZ)

i∗νn−1
Y,r [−n− 1]

g−−−→ Tr(n)
t′−−−→ τ≤nRj∗µ⊗n

pr
σ−−−→ i∗νn−1

Y,r [−n],

wheret′ is induced by the isomorphismt in (S1)and the acyclicity property(S2). The

arrow g arises from the Gysin morphisms in(S3), σ is induced by the boundary maps

of Galois cohomology groups(cf. (S4)).

(S6) There is a canonical distinguished triangle of the following form inDb(Xét):

Tr+s(n) −−−→ Ts(n)
δs,r−−−→ Tr(n)[1]

ps

−−−→ Tr+s(n)[1].

(S7) H i(X , Tr(n)) is finite for anyr andi (by the properness ofX ).

Remark 4.1.1. These properties ofTr(n) deeply rely on the computation on theétale sheaf

of p-adic vanishing cycles due to Bloch-Kato[BK1] and Hyodo[Hy] .

Lemma 4.1.2.Put

Hq(X , TZp(n)) := lim←−
r≥1

Hq(X ,Tr(n)), Hq(X ,T∞(n)) := lim−→
r≥1

Hq(X ,Tr(n)),

Hq(X ,TQp(n)) := Hq(X ,TZp(n))⊗Zp Qp.

Then there is a long exact sequence ofZp-modules

· · · −→ Hq(X , TZp(n)) −→ Hq(X ,TQp(n)) −→ Hq(X ,T∞(n))

−→ Hq+1(X , TZp(n)) −→ · · · .

Hq(X , TZp(n)) is finitely generated overZp, Hq(X ,T∞(n)) is cofinitely generated overZp,

andHq(X ,TQp(n)) is finite-dimensional overQp.
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Proof. The assertions immediately follow from (S6) and (S7). The details are straight-

forward and left to the reader. ¤

4.2. Cycle class map.Let us review the definition of the cycle map

%n
r : CHn(X )/pr −→ H2n(X , Tr(n)).

Consider the local-global spectral sequence

(4.2.1) Eu,v
1 =

⊕

x∈X u

Hu+v
x (X ,Tr(n)) =⇒ Hu+v(X ,Tr(n)).

By (S3) and the absolute cohomological purity [FG] (cf. [RZ], [Th]), we have

(4.2.2) Eu,v
1 '

⊕

x∈X u

Hv−u(x,Z/prZ(n− u)) for v ≤ n.

This implies that there is an edge homomorphismEn,n
2 → H2n(X ,Tr(n)) with

En,n
2 ' Coker

(
∂val :

⊕
y∈X n−1 H1(y,Z/prZ(1)) −→

⊕
x∈X n H0(x,Z/prZ)

)

= CHn(X )/pr,

where∂val is as in (S4). We define%n
r as the composite map

%n
r : CHn(X )/pr ' En,n

2 −→ H2n(X , Tr(n)).

In what follows, we restrict our attention to the casen = 2.

Lemma 4.2.3. Let Y be the fiber ofX → S over a closed point ofS, and letK be the

function field ofX . Put

N1H i(X , Tr(2)) := Ker
(
H i(X ,Tr(2)) → H i(K, µ⊗2

pr )
)
,

N2H i
Y (X , Tr(2)) := Ker

(
H i

Y (X ,Tr(2)) →
⊕

y∈Y 0 H i
y(X ,Tr(2))

)
.

(1) N1H3(X ,Tr(2)) is isomorphic to the cohomology of the Gersten complex modulopr

KM
2 (K)/pr −→

⊕

y∈X 1

κ(y)×/pr −→
⊕

x∈X 2

Z/prZ,

and there is an exact sequence

0 −→ CH2(X , 1)/pr −→ N1H3(X ,Tr(2)) −→ prCH2(X ) −→ 0

See§1.4 for the definition ofCH2(X , 1).
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(2) There are isomorphisms

H3
Y (X , Tr(2)) ' Ker

(
∂val :

⊕
y∈X 1∩Y κ(y)×/pr −→

⊕
x∈X 2∩Y Z/prZ

)
,

N2H4
Y (X , Tr(2)) ' Coker

(
∂val :

⊕
y∈X 1∩Y κ(y)×/pr −→

⊕
x∈X 2∩Y Z/prZ

)

= CHd−2(Y )/pr,

whered denotes the Krull dimension ofX .

Proof. (1) follows from the same argument as for Lemma 3.2.2. One can prove (2) in the

same way as for (1), using the spectral sequence

Eu,v
1 =

⊕

x∈X u∩Y

Hu+v
x (X ,Tr(n)) =⇒ Hu+v

Y (X ,Tr(n))

and the purity isomorphism

Eu,v
1 '

⊕

x∈X u∩Y

Hv−u(x,Z/prZ(n− u)) for v ≤ n

instead of (4.2.1) and (4.2.2). The details are straight-forward and left to the reader.¤

Corollary 4.2.4. prCH2(X ) is finite for anyr ≥ 1, andCH2(X )p-tors is cofinitely generated.

Proof. The finiteness ofprCH2(X ) follows from the exact sequence in Lemma 4.2.3 (1) and

(S7) in§4.1. The second assertion follows from Lemma 4.1.2 and the facts thatCH2(X )p-tors

is a subquotient ofH3(X ,T∞(2)). ¤

The following lemma will be used in the proof of Theorem 1.5.

Lemma 4.2.5.Assume that the natural inclusion

i0 : N1H3(X ,T∞(2)) � � // H3(X , T∞(2))

has finite cokernel. Then there exists a positive integerr0 such that the kernel of the map

%2
p-tors,r : CH2(X )p-tors −→ H4(X ,Tr(2))

agrees with(CH2(X )p-tors)Div for anyr ≥ r0.
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Proof. The following argument is essentially the same as the proof of [CTSS], Corollaire 3.

We recall it for the convenience of the reader. By the exact sequence in Lemma 4.2.3 (1), we

have

Cotor(N1H3(X , T∞(2))) ' Cotor(CH2(X )p-tors).

By (S4) in §4.1 and the same argument as [CTSS],§1, one can show the commutativity of

the following diagram up to a sign:

N1H3(X , T∞(2)) //
_�

i0
��

CH2(X )p-tors

%2
p-tors,r

��
H3(X ,T∞(2))

×pr

// H3(X ,T∞(2))
δ∞,r // H4(X ,Tr(2)),

where the lower row is an exact sequence induced by the distinguished triangle

T∞(2)
×pr−−−→ T∞(2)

δ∞,r−−−→ Tr(2)[1] −−−→ T∞(2)[1]

obtained by taking the inductive limit of the distinguished triangle of (S6) with respect to

s > 0. The above diagram induces the following commutative diagram up to a sign:

Cotor(N1H3(X , T∞(2)))
∼ //

_�

i0
��

Cotor(CH2(X )p-tors)

%2
p-tors,r

��
Cotor(H3(X ,T∞(2)))

×pr

// Cotor(H3(X , T∞(2)))
δ∞,r // H4(X ,Tr(2)),

where the lower row remains exact.H4(X , Tr(2)) andCotor(H3(X ,T∞(2))) are finite by

(S7) and Lemma 4.1.2. Henceδ∞,r is injective for anyr with pr ·Cotor(H3(X ,T∞(2))) = 0.

The finiteness ofCoker(i0) implies the injectivity ofi0. Thus we obtain Lemma 4.2.5. ¤

Remark 4.2.6. If k is `-adic local with` 6= p, then we haveT∞(2) = Qp/Zp(2) by definition

and

H3(X ,T∞(2)) = H3(X ,Qp/Zp(2)) ' H3(Y,Qp/Zp(2))

by the proper base-change theorem, whereY denotes the closed fiber ofX → S. The

last group is finite by Deligne’s proof of the Weil conjecture[De2]. Hence%2
p-tors,r for X is

injective for a sufficiently larger ≥ 1 by Lemma4.2.5. On the other hand, ifk is global or

p-adic local, thenH3(X ,T∞(2)) is not in general finite. Therefore we consider the finiteness

of the groupH3
ur(K, X;Qp/Zp(2)) to investigate the injectivity of%2

p-tors,r.
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Corollary 4.2.7. If H3
ur(K,X;Qp/Zp(2)) is finite, then there is a positive integerr0 such that

Ker(%2
p-tors,r) = (CH2(X )p-tors)Div for anyr ≥ r0.

Proof. Let i0 be as in Lemma 4.2.5. SinceCoker(i0) is a subgroup ofH3
ur(K,X;Qp/Zp(2))

(cf. (4.2.9) below), the assumption implies thatCoker(i0) is finite. Hence the assertion fol-

lows from Lemma 4.2.5. ¤

Remark 4.2.8. By the spectral sequence(4.2.1)and the isomorphisms in(4.2.2)with n = 2,

there is an exact sequence

(4.2.9)
0 −→ N1H3(X ,T∞(2))

i0−−−→ H3(X ,T∞(2)) −→ H3
ur(K,Qp/Zp(2))

−→ CH2(X )⊗Qp/Zp

%2
Qp/Zp−−−−→ H4(X ,T∞(2)) −→ · · · .

Because the groupsH∗(X ,T∞(2)) are cofinitely generated(cf. Lemma4.1.2), this exact

sequence implies thatH3
ur(K,Qp/Zp(2)) is cofinitely generated if and only ifCH2(X ) ⊗

Qp/Zp is cofinitely generated.

We mention here some remarks on unramified cohomology groups.

Remark 4.2.10. (1) For n = 0, we have

H1
ur(K,Qp/Zp(0)) = H1(X ,Qp/Zp).

If k is global, thenH1
ur(K,Qp/Zp(0)) is finite by a theorem of Katz-Lang[KL] .

(2) For n = 1, we have

H2
ur(K,Qp/Zp(1)) = Br(X )p-tors.

If k is global, the finiteness ofH2
ur(K,Qp/Zp(1)) is equivalent to the finiteness of the

Tate-Shafarevich group of the Picard variety ofX (cf. [G], III , [Ta1]).

(3) For n = d := dim(X ), Hd+1
ur (K,Qp/Zp(d)) agrees with a group considered by Kato

[KCT] , who conjectured that

Hd+1
ur (K,Qp/Zp(d)) = 0 if p 6= 2 or k has no embedding intoR.

His conjecture is a generalization, to higher-dimensional proper arithmetic schemes,

of the corresponding classical fact on the Brauer groups of local and global integer

rings. Thed = 2 case is proved in[KCT] and thed = 3 case is proved in[JS].
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We prove here thatH3
ur(K,Qp/Zp(2)) is related with the torsion part of the cokernel of a

cycle class map, assuming its finiteness. This result will not be used in the rest of this paper,

but shows an arithmetic meaning ofH3
ur(K,Qp/Zp(2)). See also Appendix B below for a

zeta value formula for threefolds over finite fields using unramified cohomology.

Proposition 4.2.11.Assume thatH3
ur(K,Qp/Zp(2)) is finite. Then the order of

Coker
(
%2
Zp

: CH2(X )⊗ Zp −→ H4(X ,TZp(2))
)

p-tors

agrees with that ofH3
ur(K,Qp/Zp(2)).

Proof. By Lemma 4.1.2,H4(X , TZp(2)) is finitely generated overZp, andCoker(%2
Zp

)p-tors

is finite. Consider the following commutative diagram with exact rows (cf. Lemma 4.1.2):

0→ CH2(X )p-tors → CH2(X )⊗ Zp → CH2(X )⊗Qp → CH2(X )⊗Qp/Zp → 0

a

y %2
Zp

y %2
Qp

y %2
Qp/Zp

y
0→ Cotor(H3(X, T∞(2)))→H4(X, TZp(2))→ H4(X,TQp(2))→ H4(X,T∞(2)),

wherea denotes the map obtained from the short exact sequence in Lemma 4.2.3 (1). See the

proof of Lemma 4.2.5 for the commutativity of the left square. By the finiteness assumption

onH3
ur(K,Qp/Zp(2)), we see that

Coker(a) ' gr0
NH3(X ,T∞(2)) := H3(X ,T∞(2))/N1H3(X ,T∞(2))

(cf. Lemma 4.2.3 (1)) and that the natural mapKer(%2
Qp

) → Ker(%2
Qp/Zp

) is zero (cf. (4.2.9)).

Hence by a diagram chase on the above diagram, we obtain a short exact sequence

0 −→ gr0
NH3(X ,T∞(2)) −→ Coker(%2

Zp
)p-tors −→ Ker(%2

Qp/Zp
) −→ 0.

Comparing this sequence with (4.2.9), we obtain the assertion. ¤
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5. FINITENESS OF AN UNRAMIFIED COHOMOLOGY GROUP

5.1. Finiteness ofH3
ur(K, X;Qp/Zp(2)). Let k, S, p, X andK be as in the notation 1.8.

In this and the next section, we prove the following result, which implies the finiteness asser-

tion onH3
ur(K,X;Qp/Zp(2)) in Theorem 1.2 (1). See§3.1 for the conditionH0.

Theorem 5.1.1.AssumeH0, H1* and eitherp ≥ 5 or the equality

(∗g) H1
g (k, H2(X,Qp/Zp(2)))Div = H1(k, H2(X,Qp/Zp(2)))Div.

ThenH3
ur(K, X;Qp/Zp(2)) is finite.

In this section we reduce Theorem 5.1.1 to Key Lemma 5.4.1 stated in§5.4 below. We will

prove the key lemma in§6. We first prove Theorem 1.5 admitting Theorem 5.1.1.

Proof of Theorem 1.5.The assumptionH2(X, OX) = 0 impliesH1* and(∗g) (cf. Fact 1.1,

Remark 3.2.4, Remark 3.1.2 (1)). HenceH3
ur(K,X;Qp/Zp(2)) is finite by Theorem 5.1.1.

By Corollary 4.2.7, there is a positive integerr0 such that

Ker(%2
p-tors,r) = (CH2(X )p-tors)Div for anyr ≥ r0.

Thus it remains to check thatCH2(X )p-tors is finite, which follows from the finiteness of

CH2(X)p-tors (cf. Theorem 3.1.1) and [CTR2], Lemma 3.3. This completes the proof.¤

5.2. Proof of Theorem 5.1.1, Step 1.We reduce Theorem 5.1.1 to Proposition 5.2.2 below.

Let N1H3(X,Qp/Zp(2)) (resp.gr0
NH3(X,Qp/Zp(2))) be the kernel (resp. the image) of the

natural map

H3(X,Qp/Zp(2)) −→ H3(K,Qp/Zp(2)).

In view of Lemma 4.2.3, there is a commutative diagram with exact rows

(5.2.1)

N1H3(X,Qp/Zp(2)) ↪→ H3(X,Qp/Zp(2)) → gr0
NH3(X,Qp/Zp(2))

δ1

y δ2

y d

y
⊕

v∈S1

N2H4
Yv

(X , T∞(2)) ↪→ ⊕
v∈S1

H4
Yv

(X ,T∞(2)) → ⊕
v∈S1

⊕
y∈Y 0

v

H4
y (X ,T∞(2)),

where the arrowsδ2 andd arise from boundary maps in localization theory andδ1 is induced

by the right square. Note that we have

Ker(d) = H3
ur(K, X;Qp/Zp(2)).
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Proposition 5.2.2.AssumeH0, H1* and eitherp ≥ 5 or (∗g). ThenKer(d)Div = 0.

The proof of this proposition will be started in§5.3 below and finished in the next section.

We first finish the proof of Theorem 5.1.1, admitting Proposition 5.2.2. It suffices to show:

Lemma 5.2.3.AssumeH1* if k is global. ThenKer(d) is cofinitely generated.

Proof. The case thatk is local is obvious, becauseH3(X,Qp/Zp(2)) is cofinitely generated.

Assume thatk is global. We use the notation fixed in 1.9. By Lemma 4.1.2,H3(X ,T∞(2))

is cofinitely generated. Hence it suffices to showCoker(δ1) is cofinitely generated, whereδ1

is as in (5.2.1). There is a commutative diagram

CH2(X, 1)⊗Qp/Zp
∂ //

��

⊕
v∈S1 CHd−2(Yv)⊗Qp/Zp

o
��

N1H3(X,Qp/Zp(2))
δ1 //

⊕
v∈S1 N2H4

Yv
(X , T∞(2)),

where the right vertical isomorphism follows from Lemma 4.2.3 (2) and∂ is the boundary

map of the localization sequence of higher Chow groups. See (3.3.1) for the left vertical

arrow. SinceN2H4
Yv

(X , T∞(2)) is cofinitely generated for anyv ∈ S1, it suffices to show

that for a sufficiently small non-empty open subsetU ⊂ S, the cokernel of the boundary map

∂U : CH2(X, 1)⊗Qp/Zp −→
⊕

v∈(U)1

CHd−2(Yv)⊗Qp/Zp

is cofinitely generated. Note thatCHd−2(Yv) = CH1(Yv) if Yv is smooth. Now letU be a non-

empty open subset ofS \Σ for whichX ×S U → U is smooth. PutA := H2(X,Qp/Zp(2)),

viewed as a smooth sheaf onUét. There is a commutative diagram up to a sign

CH2(X, 1)⊗Qp/Zp

∂U //

regQp/Zp

��

⊕
v∈U1 CH1(Yv)⊗Qp/Zp

τU

��
H1(k,A)

δU //
⊕

v∈U1 A(−1)GFv .

See§2.5 forδU . The right vertical arrowτU is defined as the composite map

CH1(Yv)⊗Qp/Zp ↪→ H2(Yv,Qp/Zp(1))
ε−→ H2(Yv,Qp/Zp(1))GFv = A(−1)GFv ,
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where the first injective map is the cycle class map for divisors onYv. Note thatCoker(∂U)

is divisible and thatKer(τU) has a finite exponent by the isomorphism

Ker(ε) ' H1(Fv, H
1(Yv,Qp/Zp(1))) ' H1(Fv, Cotor(H1(X,Qp/Zp(1))))

for v ∈ U1, where the first isomorphism follows from the Hochschild-Serre spectral sequence

for Yv. Hence to prove thatCoker(∂U) is cofinitely generated, it suffices to show that the map

∂′ := τU ◦ ∂U : CH2(X, 1)⊗Qp/Zp −→
⊕

v∈U1

(
A(−1)GFv

)
Div

has cofinitely generated cokernel (cf. Lemma 2.3.1 (2)). Finally sinceCoker(regQp/Zp
)Div

is cofinitely generated byH1* (cf. Lemma 2.4.1),∂′ has cofinitely generated cokernel by

Lemma 2.5.1 (1). Thus we obtain Lemma 5.2.3. ¤

5.3. Proof of Theorem 5.1.1, Step 2.We construct a key commutative diagram (5.3.3) be-

low and prove Lemma 5.3.5, which play key roles in our proof of Proposition 5.2.2. We need

some preliminaries. We suppose thatk is global until the end of Lemma 5.3.1. LetΣ ⊂ S be

the set of the closed points onS of characteristicp. For non-empty openU ⊂ S, put

XU := X ×S U and XU [p−1] := XU ×S (S \Σ).

Let jU : XU [p−1] → XU be the natural open immersion. There is a natural injective map

αU,r : H3(XU , τ≤2RjU∗µ⊗2
pr ) � � // H3(XU [p−1], µ⊗2

pr )

induced by the canonical morphismτ≤2RjU∗µ⊗2
pr → RjU∗µ⊗2

pr .

Lemma 5.3.1.We haveN1H3(XU [p−1], µ⊗2
pr ) ⊂ Im(αU,r).

Proof. We compute the local-global spectral sequence

Eu,v
1 =

⊕

x∈(XU )u

Hu+v
x (XU , τ≤2RjU∗µ⊗2

pr ) =⇒ Hu+v(XU , τ≤2RjU∗µ⊗2
pr ).

By the absolute cohomological purity [FG] and Lemma 3.5.5 (1), we have

Eu,v
1 '

{
Hv(K, µ⊗2

pr ) (if u = 0)⊕
x∈(XU [p−1])u Hv−u(x, µ⊗2−u

pr ) (if v ≤ 2).

Repeating the same computation as in the proof of Lemma 3.2.2, we obtain

N1H3(XU [p−1], µ⊗2
pr ) ' E1,2

2 = E1,2
∞ ↪→ H3(XU , τ≤2RjU∗µ⊗2

pr ),



p-ADIC REGULATOR AND FINITENESS 41

which completes the proof of Lemma 5.3.1. ¤

Now we suppose thatk is either local or global, and define the groupW as follows:

(5.3.2) W :=





H3(X,Qp/Zp(2)) (if k is `-adic local with` 6= p)

H3(X , τ≤2Rj∗Qp/Zp(2)) (if k is p-adic local)

lim−→
Σ⊂U⊂S

H3(XU , τ≤2RjU∗Qp/Zp(2)) (if k is global),

wherej in the second case denotes the natural open immersionX ↪→ X , and the limit in the

last case is taken over all non-empty open subsetsU ⊂ S which containΣ. By Lemma 3.5.3

and Lemma 5.3.1, there are inclusions

N1H3(X,Qp/Zp(2)) ⊂ W ⊂ H3(X,Qp/Zp(2))

and a commutative diagram

(5.3.3) NF 1H3(X,Qp/Zp(2))Div
� � //

ν ++VVVVVVVVVVVVVVVVVV
(W 0)Div

ω

��

H1(k, H2(X,Qp/Zp(2))).

HereNF 1H3(X,Qp/Zp(2)) is as we defined in§3.5, and we put

(5.3.4) W 0 := Ker
(
W −→ H3(X,Qp/Zp(2))

)
.

The arrowsω and ν are induced by the edge homomorphism (3.5.1). We show here the

following lemma, which is stronger than Lemma 3.5.2:

Lemma 5.3.5.Assume eitherp ≥ 5 or (∗g). ThenIm(ω) ⊂ H1
g (k,H2(X,Qp/Zp(2))).

Remark 5.3.6. We will prove the equalityIm(ω) = H1
g (k, H2(X,Qp/Zp(2)))Div under the

same assumptions, later in Lemma7.2.2.

The following corollary of Lemma 5.3.5 will be used later in§5.4:

Corollary 5.3.7. AssumeH0, H1* and eitherp ≥ 5 or (∗g). Then we have

Im(ν) = Im(ω) = H1
g (k, H2(X,Qp/Zp(2)))Div.

Proof of Lemma5.3.5. The assertion under the second condition is rather obvious. In

particular, we are done ifk is `-adic local with` 6= p (cf. Remark 3.1.2 (1)). Ifk is p-adic
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local withp ≥ 5, the assertion follows from Theorem 2.2.1 and Lemma 3.5.4. Before proving

the global case, we show the following sublemma:

Sublemma 5.3.8.Let k be an`-adic local field with` 6= p. Let X be a proper smooth

scheme overS := Spec(ok). PutA := H i(X,Qp/Zp(n)) and

H i+1
ur (X,Qp/Zp(n)) := Im

(
H i+1(X ,Qp/Zp(n)) → H i+1(X,Qp/Zp(n))

)
.

Then we have

H1
f (k,A) ⊂ Im

(
F 1H i+1(X,Qp/Zp(n)) ∩H i+1

ur (X,Qp/Zp(n)) → H1(k, A)
)

and the quotient is annihilated by#(A/ADiv), whereF • denotes the filtration induced by the

Hochschild-Serre spectral sequence(2.6.2).

Proof. PutΛ := Qp/Zp, and letF be the residue field ofk. By the proper smooth base change

theorem,Gk acts onA through the quotientGF. It suffices to show the following two claims:

(i) We have

Im
(
F 1H i+1(X,Λ(n)) ∩H i+1

ur (X, Λ(n)) → H1(k,A)
)

= Im
(
H1(F, A) → H1(k,A)

)
.

(ii) We have

H1
f (k, A) ⊂ Im(H1(F, A) → H1(k, A))

and the quotient is annihilated by#(A/ADiv).

We show these claims. LetY be the closed fiber ofX /S, and consider a commutative

diagram with exact rows

0 // H1(F, H i(Y , Λ(n))) //
_�

σ1

��

H i+1(Y, Λ(n)) //

σ2

��

H i+1(Y , Λ(n)))GF

o σ3

��

0 // H1(k, A) // H i+1(X, Λ(n))/F 2 // H i+1(X, Λ(n)))Gk ,

where the exactness of the upper (resp. lower) row follows from the fact thatcd(GF) = 1

(resp.cd(Gk) = 2). The arrowsσ1 andσ3 are induced by the isomorphismH∗(Y , Λ(n)) '
H∗(X,Λ(n)) (proper smooth base change theorem). The arrowσ2 is induced by

σ′2 : H i+1(Y, Λ(n)) ∼←− H i+1(X , Λ(n)) −→ H i+1(X,Λ(n)).
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SinceIm(σ′2) = H i+1
ur (X, Λ(n)) by definition, the claim (i) follows from the above diagram.

The second assertion immediately follows from the fact thatH1
f (k, A) = Im(H1(F, A)Div →

H1(k,A)). This completes the proof of Lemma 5.3.8. ¤

We prove Lemma 5.3.5 in the case thatk is global withp ≥ 5. Let W andW 0 be as in

(5.3.2) and (5.3.4), respectively, and put

A := H2(X,Qp/Zp(2)).

Note that(W 0)Div = WDiv by H0. By a similar argument as for Lemma 2.4.1, we have

WDiv = lim−→
Σ⊂U⊂S

H3(XU , τ≤2RjU∗Qp/Zp(2))Div.

Here the limit is taken over all non-empty open subsetsU ⊂ S which containΣ, andjU

denotes the natural open immersionXU [p−1] ↪→ XU . By this equality and the definition of

H1
g (k,A) (cf. Definition 2.1.1), it suffices to show the following sublemma:

Sublemma 5.3.9.Let U be an open subset ofS containingΣ, and fix an open subsetU ′ of

U \Σ for whichXU ′ → U ′ is smooth(and proper). PutWU := H3(XU , τ≤2RjU∗Qp/Zp(2)).

Then for anyx ∈ (WU)Div, its diagonal image

x = (xv)v∈S1 ∈
∏

v∈(U ′)1
H1(kv, A)/H1

f (kv, A)×
∏

v∈S\U ′
H1(kv, A)/H1

g (kv, A)

is zero.

Proof. Since(WU)Div is divisible, it suffices to show thatx is killed by a positive integer

independent ofx. By Lemma 5.3.8,xv with v ∈ (U ′)1 is killed by #(A/ADiv). Next we

computexv with v ∈ Σ. Let Xv andjv : Xv ↪→ Xv be as in 1.9, and put

Wv := H3(Xv, τ≤2Rjv∗Qp/Zp(2)).

By H0 overk, we have

Im
(
(WU)Div → Wv

) ⊂ Ker
(
Wv → H3(X,Qp/Zp(2)

)
Div.

Hence Theorem 2.2.1 and Lemma 3.5.4 imply thatxv = 0 for v ∈ Σ. Finally, because the

product of the other components
∏

v∈S\(U ′∪Σ)

H1(kv, A)/H1
g (kv, A)
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is a finite group, we see that all local components ofx is annihilated by a positive integer

independent ofx. This completes the proof of the sublemma and Lemma 5.3.5. ¤

5.4. Proof of Theorem 5.1.1, Step 3.We reduce Proposition 5.2.2 to Key Lemma 5.4.1

below. We replace the conditions in Proposition 5.2.2 with another condition

N1: We haveIm(ω) = Im(ν) in (5.3.3), andCoker
(
regQp/Zp

)
Div is cofinitely

generated overZp. HereregQp/Zp
denotes the regulator map(3.2.1).

Indeed, assumingH0, H1* and eitherp ≥ 5 or (∗g), we obtainN1, by Corollary 5.3.7 and

the fact that the quotientH(k,A)Div/H
1
g (k, A)Div, with A = H2(X,Qp/Zp(2)), is cofinitely

generated overZp for (cf. Lemma 2.4.1). Thus Proposition 5.2.2 is reduced to the following:

Key Lemma 5.4.1.AssumeH0 andN1. Then we haveKer(d)Div = 0.

This lemma will be proved in the next section.
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6. PROOF OF THE KEY LEMMA

6.1. Proof of Key Lemma 5.4.1. Let

d : H3(X,Qp/Zp(2)) −→
⊕

v∈S1

⊕

y∈(Yv)0

H4
y (X ,T∞(2))

be the map induced byd in (5.2.1). Put

Θ := H3(X,Qp/Zp(2))
/(

N1H3(X,Qp/Zp(2))Div

)

and letΘ̃ ⊂ Θ be the image ofKer(d). Note that we have

Θ̃ = Ker
(
Θ → gr0

NH3(X,Qp/Zp(2))
d→

⊕
v∈S1

⊕
y∈(Yv)0 H4

y (X , T∞(2))
)

and a short exact sequence

0 −→ Cotor(N1H3(X,Qp/Zp(2))) −→ Θ̃ −→ Ker(d) −→ 0.

If k is global, the assumption of Proposition 3.3.2 (2) is satisfied by the conditionN1. Hence

Cotor(N1H3(X,Qp/Zp(2))) is finite in both casesk is local and global (cf. Proposition 3.3.2,

(3.3.1)). By the above short exact sequence and Lemma 2.3.1 (3), our task is to show

Θ̃Div = 0, assuming H0 and N1.

Let F • be the filtration onH3(X,Qp/Zp(2)) resulting from the Hochschild-Serre spectral

sequence (2.6.2). We define the filtrationF • on Θ as that induced byF •H3(X,Qp/Zp(2)),

and define the filtrationF •Θ̃ ⊂ Θ̃ as the pull-back ofF •Θ. SinceH0 implies the finiteness

of gr0
F Θ̃, it suffices to show

(6.1.1) (F 1Θ̃)Div = 0, assumingN1.

The following lemma will play key roles:

Lemma 6.1.2.Suppose thatk is local. Then the following composite map has finite kernel:

d2 : H2(k, H1(X,Qp/Zp(2)) −→ H3(X,Qp/Zp(2))
d−→

⊕

y∈Y 0

H4
y (X ,T∞(2)).

Here the first map is obtained by the Hochschild-Serre spectral sequence(2.6.2)and the fact

that cd(k) = 2 (cf. §2.6). Consequently, the groupF 2H3(X,Qp/Zp(2)) ∩Ker(d) is finite.
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Admitting this lemma, we will prove (6.1.1) in§§6.2–6.3. We will prove Lemma 6.1.2 in

§6.4.

6.2. Casek is local. We prove (6.1.1) assuming thatk is local and that Lemma 6.1.2 holds.

Let F be the residue field ofk. By Lemma 6.1.2,F 2Θ̃ is finite. We prove thatIm(F 1Θ̃ →
gr1

FΘ) is finite, which is exactly the finiteness ofgr1
FΘ̃ and implies (6.1.1). LetW andW 0 be

as in (5.3.2) and (5.3.4), respectively.N1 implies

(6.2.1) gr1
F Θ ' F 1H3(X,Qp/Zp(2))

/(
(W 0)Div + F 2H3(X,Qp/Zp(2))

)
.

If p 6= ch(F), then the group on the right hand side is clearly finite. Ifp = ch(F), then Lemma

6.2.2 below implies that the image ofF 1Θ̃ → gr1
F Θ is a subquotient ofCotor(W 0), which is

finite by the proof of Lemma 3.5.4. Thus we are reduced to

Lemma 6.2.2. If p = ch(F), thenKer(d) ⊂ W .

Proof. Let the notation be as in the notation 1.10. Recall thatW = H3(X , τ≤2Rj∗Qp/Zp(2))

by definition. There is a commutative diagram with distinguished rows inDb(X ,Z/prZ)

Tr(2) //

t
��

Rj∗µ⊗2
pr

// Ri∗Ri!Tr(2)[1] //

Ri∗Ri!(t)[1]
��

Tr(2)[1]

t[1]
��

τ≤2Rj∗µ⊗2
pr

// Rj∗µ⊗2
pr

// Ri∗Ri!(τ≤2Rj∗µ⊗2
pr )[1] // (τ≤2Rj∗µ⊗2

pr )[1],

wheret is as in (S5) in§4.1. The central square of this diagram gives rise to the left square

of the following commutative diagram (whose rows are not exact):

(6.2.3)

H3(X,Qp/Zp(2)) −→ H4
Y (X, T∞(2)) −→ ⊕

y∈Y 0

H4
y (X,T∞(2))

∥∥∥
y λ

y
H3(X,Qp/Zp(2)) ε1−→ H0(Y, i∗R3j∗Qp/Zp(2)) ε2−→ ⊕

y∈Y 0

H0(y, i∗R3j∗Qp/Zp(2)).

Here we have used the isomorphismτ≥3Rj∗µ⊗2
pr ' Ri∗Ri!τ≤2Rj∗µ⊗2

pr [1]. The composite of

the upper row isd. We haveKer(ε1) = W obviously, andε2 is injective by the second part

of Lemma 3.5.5. Hence we haveKer(d) ⊂ Ker(ε2 ◦ ε1) = Ker(ε1) = W . ¤
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6.3. Casek is global. We prove (6.1.1) assuming thatk is global and that Lemma 6.1.2

holds. LetW andW 0 be as in (5.3.2) and (5.3.4), respectively.N1 implies

(6.3.1) gr1
F Θ ' F 1H3(X,Qp/Zp(2))

/(
(W 0)Div + F 2H3(X,Qp/Zp(2))

)
.

We first prove the following lemma:

Lemma 6.3.2.Ker(d) ⊂ W .

Proof. We use the notation in 1.9. By the same argument as for the proof of Lemma 6.2.2,

we obtain a commutative diagram analogous to (6.2.3)

H3(X,Qp/Zp(2)) −→ ⊕
v∈S1

H4
Yv

(X, T∞(2)) −→ ⊕
v∈S1

⊕
y∈(Yv)0

H4
y (X,T∞(2))

∥∥∥
y

y
H3(X,Qp/Zp(2)) ε1−→ ⊕

v∈Σ

H0(Yv, i
∗
vR

3jv∗Qp/Zp(2)) ε2−→ ⊕
v∈Σ

⊕
y∈(Yv)0

H0(y, i∗vR3jv∗Qp/Zp(2))

The composite of the upper row isd. The assertion follows from the facts thatKer(ε1) = W

and thatε2 is injective (cf. Lemma 3.5.5). ¤

We prove (6.1.1). By Lemma 2.3.1 (4), it suffcies to show that

(F 2Θ̃)Div = 0 = (gr1
FΘ̃)Div.

SinceF 2H3(X,Qp/Zp(2))∩Ker(d) has a finite exponent (Corollary 2.6.3 (2), Lemma 6.1.2),

we have(F 2Θ̃)Div = 0. We show(gr1
F Θ̃)Div = 0. By (6.3.1) and Lemma 6.3.2, we have

gr1
F Θ̃ ⊂ Ξ := W 0/((W 0)Div + Z) with Z := W 0 ∩ F 2H3(X,Qp/Zp(2)).

By Corollary 2.6.3 (1),Cotor(Z) has a finite exponent, which implies

(gr1
F Θ̃)Div ⊂ ΞDiv = Cotor(W 0)Div = 0

(cf. Lemma 2.3.1 (3)). Thus we obtain (6.1.1).

6.4. Proof of Lemma 6.1.2. The case thatk is p-adic local follows from [Sat1], Theorem

3.1, Lemma 3.2 (1) (cf. [Ts3]). More precisely,X is assumed in [Sat1],§3 to have strict

semistable reduction, but one can remove the strictness assumption easily. The details are

left to the reader.



48 S. SAITO AND K. SATO

We prove Lemma 6.1.2 assuming thatk is `-adic local with` 6= p. Note that in this case

X /S may not have semistable reduction. IfX /S has strict semistable reduction, then the

assertion is proved in [Sat1], Theorem 2.1. We prove the general case. Put

Λ := Qp/Zp

for simplicity. By the alteration theorem of de Jong [dJ], we take a proper generically finite

morphismf : X ′ → X such thatX ′ has strict semistable reduction over the normalization

S ′ = Spec(ok′) of S in X ′. Note thatd2 is the composite of a composite map

d3 : H2(k, H1(X,Λ(2)) −→ H3(X, Λ(2))
δloc−→ H4

Y (X , Λ(2))

with a pull-back map

(6.4.1) H4
Y (X , Λ(2)) −→

⊕

y∈Y 0

H4
y (X , Λ(2)).

Here the arrowδloc is the boundary map in localization theory. There is a commutative

diagram

H2(k, H1(X, Λ(2)))
d3 //

f∗

��

H4
Y (X , Λ(2))

f∗

��

H2(k′, H1(X ′, Λ(2)))
d′3 // H4

Y ′(X
′, Λ(2)),

whereX ′ := X ′ ⊗ok′ k andY ′ denotes the closed fiber ofX ′/S ′. We have already shown

that Ker(d′3) is finite, and a standard norm argument shows that the left vertical arrow has

finite kernel. ThusKer(d3) is finite as well. It remains to show

Lemma 6.4.2.Im(d3)∩N2H4
Y (X , Λ(2)) is finite, whereN2H4

Y (X , Λ(2)) denotes the kernel

of the map(6.4.1).

Proof. First we note that

Im(d3) ⊂ Im
(
H1(F, H3

Y
(X ur, Λ(2))) → H4

Y (X , Λ(2))
)
.

Indeed, this follows from the fact thatd3 factors as follows:

H2(k, H1(X,Λ(2))) ' H1(F, H1(kur, H1(X, Λ(2))))

−→ H1(F, H2(Xur, Λ(2))) −→ H1(F, H3
Y
(X ur, Λ(2))) −→ H4

Y (X , Λ(2)).
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Hence it suffices to show the finiteness of the kernel of the composite map

υ : H1(F, H3
Y
(X ur, Λ(2))) −→ H4

Y (X , Λ(2)) −→
⊕

y∈Y 0

H4
y (X , Λ(2)).

There is a commutative diagram with exact rows and columns

H1(F,H3
Y

(X ur, Λ(2)))

��
CHd−2(Y )⊗ Λ � � //

ι

��

H4
Y (X, Λ(2)) //

��

⊕
y∈Y 0 H4

y (X, Λ(2))

��

CHd−2(Y )⊗ Λ
� � // H4

Y
(X ur, Λ(2)) //

⊕
η∈(Y )0 H4

η (X ur, Λ(2)),

where the horizontal rows arise from the isomorphisms

N2H4
Y (X , Λ(2)) ' CHd−2(Y )⊗ Λ, N2H4

Y
(X ur, Λ(2)) ' CHd−2(Y )⊗ Λ

with d := dim(X ) (cf. Lemma 4.2.3 (2)). The middle vertical exact sequence arises from

the Hochschild-Serre spectral sequence forX ur/X. A diagram chase shows thatKer(υ) '
Ker(ι), and we are reduced to showing the finiteness ofKer(ι). Because the natural restric-

tion mapCHd−2(Y )/CHd−2(Y )tors → CHd−2(Y )/CHd−2(Y )tors is injective by the standard

norm argument, the finiteness ofKer(ι) follows from the following general lemma:

Lemma 6.4.3.Let e be a positive integer and letZ be a scheme which is separated of finite

type overF := F with dim(Z) ≤ e. Then the groupCHe−1(Z)/CHe−1(Z)tors is a finitely

generated abelian group.

Proof of Lemma6.4.3. Obviously we may suppose thatZ is reduced. We first reduced the

problem to the case whereZ is proper. Take a dense open immersionZ ↪→ Z ′ with Z
′

is

proper. WritingZ ′′ for Z ′ \ Z, there is an exact sequence

CHe−1(Z
′′) −→ CHe−1(Z

′) −→ CHe−1(Z) −→ 0,

whereCHe−1(Z
′′) is finitely generated free abelian group becausedim(Z ′′) ≤ e − 1. Let

f : Z̃ → Z be the normalization. Sincef is birational and finite, one easily sees that the

cokernel off∗ : CHe−1(Z̃) → CHe−1(Z) is finite. Thus we may assumeZ is a proper

normal variety of dimensione overF . SinceF is algebraically closed,Z has anF -rational

point. Now the theory of Picard functor (cf. [Mu],§5) implies the functorial isomorphisms
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CHe−1(Z) ' PicZ/F (F ), wherePicZ/F denotes the Picard functor forZ/F . This functor is

representable by a group scheme and fits into the exact sequence of group schemes

0 −→ Picτ
Z/F −→ PicZ/F −→ NSZ/F −→ 0,

wherePicτ
Z/F is quasi-projective overF and the reduce part ofNSZ/F is associated with a

finitely generated abelian group. SinceF is the algebraic closure of a finite field, the group

Picτ
Z/F (F ) is torsion. Lemma 6.4.3 follows immediately from these facts. ¤

This completes the proof of Lemma 6.4.2, Lemma 6.1.2 and the key lemma 5.4.1.¤
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7. CONVERSE RESULT

7.1. Statement of the result. Let F be a finite field, and letZ be a proper smooth geometri-

cally integral variety overF. We say thatthe Tate conjecture holds in codimension1 for Z, if

theétale cycle class map

CH1(Z)⊗Q` −→ H2(Z ⊗F F,Q`(1))GF

is surjective for a prime number̀ 6= ch(F) ([Ta1], [Ta2]). By [Mi1], Theorem 4.1, this

condition is equivalent to that thè-primary torsion part of the Grothendieck-Brauer group

Br(Z) = H2(Z,Gm) is finite for any prime number̀ includingch(F).

Let k, S, p, X andK be as in the notation 1.8. In this section, we prove the following

result, which implies Theorem 1.2 (2) (see§3.1 forH0):

Theorem 7.1.1.AssumeH0 and eitherp ≥ 5 or the equality

(∗g) H1
g (k, H2(X,Qp/Zp(2)))Div = H1(k, H2(X,Qp/Zp(2)))Div.

Assume further the following three conditions:

F1 : CH2(X)p-tors is finite.

F2 : H3
ur(K,X;Qp/Zp(2)) is finite.

T : The reduced part of every closed fiber ofX /S has simple normal cross-

ings onX , and the Tate conjecture holds in codimension1 for the irreducible

components of those fibers.

ThenH1* holds.

7.2. Proof of Theorem 7.1.1.Let

d : H3(X,Qp/Zp(2)) −→
⊕
v∈S

⊕

y∈(Yv)0

H4
y (X ,T∞(2)).

be the map induced byd in (5.2.1). LetW be as in (5.3.2). We need the following lemma:

Lemma 7.2.1.Assume thatT holds. Then we have

WDiv ⊂ Ker(d) + F 2H3(X,Qp/Zp(2)).
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This lemma will be proved in§§7.3–7.4 below. We first finish the proof of Theorem 7.1.1,

admitting Lemma 7.2.1. The assumptionF1 implies

CH2(X, 1)⊗Qp/Zp = N1H3(X,Qp/Zp(2))Div.

The assumptionF2 implies the equality

N1H3(X,Qp/Zp(2)) = Ker(d)

up to a finite group. Hence by Lemma 7.2.1,F1 andF2 imply the equality

Im(regQp/Zp
) = Im(ω),

whereω is as in (5.3.3). Thus we are reduced to the following lemma stronger than Lemma

5.3.5:

Lemma 7.2.2.Assume eitherp ≥ 5 or (∗g). Then we have

Im(ω) = H1
g (k, H2(X,Qp/Zp(2)))Div.

Proof. If k is local, then the assertion follows from Theorem 2.2.1 and Lemma 3.5.4. We

show the inclusionIm(ω) ⊃ H1
g (k, H2(X,Qp/Zp(2)))Div, assuming thatk is global (the

inclusion in the other direction has been proved in Lemma 5.3.5). LetW 0 be as in (5.3.4) and

putA := H2(X,Qp/Zp(2)). By Lemma 2.3.1 (3), it is enough to show the following:

(i) The image of the composite map

W 0 � � // F 1H3(X,Qp/Zp(2))
ψ // H1(k, A)

containsH1
g (k, A)Div, where the arrowψ is as in(3.5.1).

(ii) The kernel of this composite map is cofinitely generated up to a group of finite expo-

nent.

(ii) follows from Corollary 2.6.3 (1). We prove (i) in what follows. We use the notation fixed

in 1.9. LetU ⊂ S be a non-empty open subset which containsΣ and for whichXU → U

is smooth outside ofΣ. Let jU : XU [p−1] → XU be the natural open immersion. Put

U ′ := U \Σ andΛ := Qp/Zp. Forv ∈ Σ, put

Mv := F 1H3(Xv, Λ(2))/(H3(Xv, τ≤2R(jv)∗Λ(2))0)Div,
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where the superscript0 means the subgroup of elements which vanishes inH3(X, Λ(2)) '
H3(Xv ⊗kv kv, Λ(2)). We construct a commutative diagram with exact rows

0 // Ker(rU) //

cU

��

F 1H3(XU [p−1], Λ(2))
rU //

ψU

��

⊕
v∈Σ Mv

bΣ

��

0 // Ker(aU) // H1(U,A)
aU //

⊕
v∈Σ H1

/g(kv, A),

whereF 1 on H3(XU [p−1], Λ(2)) means the filtration resulting from the Hochschild-Serre

spectral sequence (3.2.3) forXU [p−1], andψU is an edge homomorphism of that spectral

sequence. The arrowsrU andaU are natural pull-back maps, and we put

H1
/g(kv, A) := H1(kv, A)/H1

g (kv, A).

The existence ofbΣ follows from the local case of Lemma 7.2.2, andcU denotes the map

induced by the right square. Note thatKer(aU) containsH1
f,U(k, A). Now let

c : W † := lim−→
Σ⊂U⊂S

Ker(rU) −→ lim−→
Σ⊂U⊂S

Ker(aU)

be the inductive limit ofcU , whereU runs through all non-empty open subsets ofS which

containsΣ and for whichXU → U is smooth outside ofΣ. Because the group on the right

hand side containsH1
g (k, A), it remains to show that

(iii) Coker(c) has a finite exponent.

(iv) W † is contained inW 0.

(iv) is rather straight-forward and left to the reader. We prove (iii). ForU ⊂ S as above,

applying the snake lemma to the above diagram, we see that the kernel of the natural map

Coker(cU) −→ Coker(ψU)

is a subquotient ofKer(bΣ). By the local case of Lemma 7.2.2, we have

Ker(bΣ) '
⊕
v∈Σ

Im(F 2H3(Xv, Λ(2)) → Mv)

and the group on the right hand side is finite by Lemma 7.4.1 below. On the other hand,

Coker(ψU) is zero ifp ≥ 3, and killed by2 if p = 2. Hence passing to the limit, we see that

Coker(c) has a finite exponent. This completes the proof of Lemma 7.2.2. ¤
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7.3. Proof of Lemma 7.2.1, Step 1.We start the proof of Lemma 7.2.1. Our task is to show

the inclusion

(7.3.1) d(WDiv) ⊂ d(F 2H3(X,Qp/Zp(2))).

If k is global, then the assertion is reduced to the local case, because the natural map

F 2H3(X,Qp/Zp(2))) −→
⊕

v∈S1

F 2H3(Xv,Qp/Zp(2)))

has finite cokernel by Corollary 2.6.3 (2).

Assume now thatk is local. In this subsection, we treat the case thatk is `-adic local with

` 6= p. We use the notation fixed in 1.10. Recall thatY has simple normal crossings onX

by the assumptionT. Note thatd factors as

H3(X,Qp/Zp(2)) −→ H4
Y (X ,Qp/Zp(2))

ι−→
⊕

y∈Y 0

H4
y (X ,Qp/Zp(2)),

and thatIm(d) ⊂ Im(ι). There is an exact sequence

0 → H1(F, H3
Y
(X ur,Qp/Zp(2))) → H4

Y (X ,Qp/Zp(2)) → H4
Y
(X ur,Qp/Zp(2))GF → 0

arising from a Hochschild-Serre spectral sequence. We haveKer(ι) ' CHd−2(Y ) ⊗ Qp/Zp

with d := dim(X ) by Lemma 4.2.3 (2). Hence to show the inclusion (7.3.1), it suffices to

prove

Proposition 7.3.2. (1) Assume thatT holds. Then the composite map

(7.3.3) CHd−2(Y )⊗Qp/Zp −→ H4
Y (X ,Qp/Zp(2)) −→ H4

Y
(X ur,Qp/Zp(2))GF

is an isomorphism up to finite groups. Consequently, we have

Im(ι) ' H1(F, H3
Y
(X ur,Qp/Zp(2)))

up to finite groups.

(2) The image of the composite map

H2(k,H1(X,Qp/Zp(2))) −→ H3(X,Qp/Zp(2)) −→ H4
Y (X ,Qp/Zp(2))

containsH1(F, H3
Y
(X ur,Qp/Zp(2)))Div.

We first show the following lemma:
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Lemma 7.3.4. (1) Consider the Mayer-Vietoris spectral sequence

(7.3.5) Eu,v
1 = H2u+v−2(Y (−u+1),Qp/Zp(u + 1)) =⇒ Hu+v

Y
(X ur,Qp/Zp(2))

obtained from the absolute purity(cf. [RZ], [Th], [FG]), whereY (q) denotes the dis-

joint union ofq-fold intersections of distinct irreducible components of the reduced

part ofY . Then there are isomorphisms up to finite groups

H1(F, H3
Y
(X ur,Qp/Zp(2))) ' H1(F, E−1,4

2 ),

H4
Y
(X ur,Qp/Zp(2))GF ' (E0,4

2 )GF .

(2) AsGF-module,H0(kur, H2(X,Qp)) has weight≤ 2.

Proof of Lemma 7.3.4.(1) SinceEu,v
1 = 0 for any(u, v) with u > 0 or 2u + v < 2, there is

a short exact sequence

(7.3.6) 0 −→ E0,3
2 −→ H3

Y
(X ur,Qp/Zp(2))) −→ E−1,4

2 −→ 0,

and the edge homomorphism

(7.3.7) E0,4
2

� � // H4
Y
(X ur,Qp/Zp(2))),

where we haveE−1,4
2 = Ker(d−1,4

1 ) andE0,4
2 = Coker(d−1,4

1 ) andd−1,4
1 is the Gysin map

H0(Y (2),Qp/Zp) → H2(Y (1),Qp/Zp(1))). Note thatEu,v
1 is pure of weightv − 4 by

Deligne’s proof of the Weil conjecture [De2], so thatH i(F, Eu,v
∞ ) (i = 0, 1) is finite unless

v = 4. The assertions immediately follow from these facts.

(2) By the alteration theorem of de Jong [dJ], we may assume thatX is projective and

has semistable reduction overS. If X is a surface, then the assertion is proved in [RZ].

Otherwise, take a closed immersionX ↪→ PN
S =: P. By [JS], Proposition 4.3 (b), there

exists a hyperplaneH ⊂ P which is flat overS and for whichZ := X ×PH is regular with

semistable reduction overS. The restriction mapH2(X,Qp) → H2(Z,Qp) (Z := Z ×ok
k)

is injective by the weak and hard Lefschetz theorems. Hence the claim is reduced to the case

of surfaces. This completes the proof of the lemma. ¤

Proof of Proposition 7.3.2. (1) Note that the composite map (7.3.3) in question has finite

kernel by Lemma 6.4.3 and the arguments in the proof of Lemma 6.4.2. We prove that (7.3.3)
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has finite cokernel, assumingT. By the Kummer theory, there is a short exact sequence

(7.3.8) 0 −→ Pic(Y (1))⊗Qp/Zp −→ H2(Y (1),Qp/Zp(1)) −→ Br(Y (1))p-tors −→ 0

and the differential mapd−1,4
1 of the spectral sequence (7.3.5) factors through the Gysin map

H0(Y (2),Qp/Zp) −→ Pic(Y (1))⊗Qp/Zp,

whose cokernel isCHd−2(Y ) ⊗ Qp/Zp. Hence in view of the computations in the proof of

Lemma 7.3.4 (1), the Gysin mapCHd−2(Y ) ⊗ Qp/Zp → H4
Y
(X ur,Qp/Zp(2)) (cf. Lemma

4.2.3 (2)) factors through the map (7.3.7) and we obtain a commutative diagram

CHd−2(Y )⊗Qp/Zp
(7.3.3) //

��

H4
Y
(X ur,Qp/Zp(2))GF

(CHd−2(Y )⊗Qp/Zp)
GF // (E0,4

2 )GF ,

(7.3.7)

OO

where the left vertical arrow has finite cokernel (and kernel) by Lemma 6.4.3 and a standard

norm argument, and the right vertical arrow has finite cokernel (and is injective) by Lemma

7.3.4 (1). Thus it suffices to show that the bottom horizontal arrow has finite cokernel. By the

exact sequence (7.3.8), we obtain a short exact sequence

0 −→ CHd−2(Y )⊗Qp/Zp −→ E0,4
2 −→ Br(Y (1))p-tors −→ 0.

Our task is to show that
(
Br(Y (1))p-tors

)
GF is finite, which follows from the assumptionT and

the finiteness of the kernel of the natural map

H1(GF, Pic(Y (1))⊗Qp/Zp) −→ H1(GF, H
2(Y (1),Qp/Zp(1)))

(cf. Lemma 7.5.2 in§7.5 below). Thus we obtain the assertion.

(2) Sincecd(kur) = 1, there is a short exact sequence

0 → H1(kur, H1(X,Qp/Zp(2))) → H2(Xur,Qp/Zp(2)) → H2(X,Qp/Zp(2))Gkur → 0

arising from a Hochschild-Serre spectral sequence. By Lemma 7.3.4 the last group has weight

≤ −2, and we have isomorphisms up to finite groups

(7.3.9)
H2(k, H1(X,Qp/Zp(2))) ' H1(F, H1(kur, H1(X,Qp/Zp(2))))

' H1(F, H2(Xur,Qp/Zp(2))).

Now we plug the short exact sequence (7.3.6) into the localization exact sequence

H2(Xur,Qp/Zp(2)) −→ H3
Y
(X ur,Qp/Zp(2)))

α−→ H3(X ur,Qp/Zp(2)).
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Note thatH3(X ur,Qp/Zp(2)) ' H3(Y ,Qp/Zp(2)), so that it has weight≤ −1 (cf. [De2]).

Let Eu,v
2 be as in (7.3.5). SinceE−1,4

2 is pure of weight0, the induced map

E−1,4
2 −→ H3(X ur,Qp/Zp(2)))/α(E0,3

2 )

has finite image. Hence the composite map

H2(Xur,Qp/Zp(2)) −→ H3
Y
(X ur,Qp/Zp(2))) −→ E−1,4

2

has finite cokernel, and the following map has finite cokernel as well:

H1(F, H2(Xur,Qp/Zp(2))) −→ H1(F, E−1,4
2 ).

Now Proposition 7.3.2 (2) follows from this fact together with (7.3.9) and the first isomor-

phism in Lemma 7.3.4 (1). ¤

Remark 7.3.10.LetJ be the set of the irreducible components ofY (2) and put

∆ := Ker
(
g′ : ZJ → NS(Y (1))

)
with NS(Y (1)) :=

⊕

y∈Y 0

NS(Yy),

where fory ∈ Y 0, Yy denotes the closure{y} ⊂ Y and NS(Yy) denotes its Ńeron-Severi

group. The arrowg′ arises from the Gysin mapZJ → Pic(Y (1)). One can easily show,

assumingT and using Lemma7.5.2 in §7.5 below, that the corank ofH1(F, E−1,4
2 ) overZp

is equal to the rank of∆ overZ. Hence Proposition7.3.2 (2) implies the inequality

(7.3.11) dimQp(H
2(k, H1(X,Qp(2))) ≥ dimQ(∆⊗Q),

which will be used in the next subsection.

7.4. Proof of Lemma 7.2.1, Step 2.We prove Lemma 7.2.1, assuming thatk is p-adic local

(see 1.10 for notation). We first show the following lemma:

Lemma 7.4.1.We have

F 2H3(X,Qp/Zp(2)) ⊂ H3(X , τ≤2Rj∗Qp/Zp(2)) (= W ).

Proof of Lemma 7.4.1.By (S5) in§4.1, there is a distinguished triangle inDb(Xét,Z/prZ)

(7.4.2) i∗ν1
Y,r[−3]

g−−−→ Tr(2)
t′−−−→ τ≤2Rj∗µ⊗2

pr −−−→ i∗ν1
Y,r[−2].
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Applying Ri! to this triangle, we obtain a distinguished triangle inDb(Yét,Z/prZ)

(7.4.3) ν1
Y,r[−3]

Gys2i−−−→ Ri!Tr(2)
Ri!(t)−−−→ i∗(τ≥3Rj∗µ⊗2

pr )[−1] −−−→ ν1
Y,r[−2],

whereGys2
i := Ri!(g) and we have used the natural isomorphism

i∗(τ≥3Rj∗µ⊗2
pr )[−1] ' Ri!(τ≤2Rj∗µ⊗2

pr ).

Now let us recall the commutative diagram (6.2.3):

H3(X,Qp/Zp(2)) // H4
Y (X ,T∞(2)) //

��

⊕
y∈Y 0 H4

y (X ,T∞(2))

λ
��

H3(X,Qp/Zp(2))
ε1 // H0(Y, i∗R3j∗Qp/Zp(2))

ε2 //
⊕

y∈Y 0 H0(y, i∗R3j∗Qp/Zp(2)).

where the middle and the right vertical arrows are induced byRi!(t) in (7.4.3). By the proof

of Lemma 6.2.2, we haveH3(X , τ≤2Rj∗Qp/Zp(2)) = Ker(ε2ε1). Hence it suffices to show

the image of the composite map

d2 : H2(k, H1(X,Qp/Zp(2)) −→ H3(X,Qp/Zp(2))
d−→

⊕

y∈Y 0

H4
y (X , T∞(2))

is contained inKer(λ). By the distinguished triangle (7.4.3),Ker(λ) agrees with the image

of the Gysin map

⊕

y∈Y 0

Gys2
iy :

⊕

y∈Y 0

H1(y, W∞Ω1
y,log) ↪→

⊕

y∈Y 0

H4
y (X ,T∞(2)).

On the other hand, as is seen in§6.4,d2 factors through the maps

H1(F, H0(Y ,W∞ω1
Y ,log

)) −→ H1
(
F,

⊕
η∈Y 0 H0(η,W∞Ω1

η,log)
)

−→
⊕

y∈Y 0 H1(y, W∞Ω1
y,log).

Thus we obtain the assertion. ¤

We start the proof of Lemma 7.2.1, i.e., the inclusion (7.3.1), assuming thatk is p-adic

local. The triangle (7.4.2) gives rise to the upper exact row of the following diagram whose

left square is commutative and whose right square is anti-commutative:

H3(X ,Tr(2)) // H3(X , τ≤2Rj∗µ⊗2
pr ) //

��

H1(Y, ν1
Y,r)

Gys2i
��

H3(X ,Tr(2)) // H3(X,µ⊗2
pr ) // H4

Y (X , Tr(2)),
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whereGys2
i is as in (7.4.3) and the anti-commutativity of the right square follows from (S4)

in §4.1. Hence the mapd restricted toW = H3(X , τ≤2Rj∗Qp/Zp(2)) factors as

W −→ H1(Y, ν1
Y,∞) −→ H4

Y (X , T∞(2)) −→
⊕

y∈Y 0

H4
y (X , T∞(2)),

whereν1
Y,∞ := lim−→r

ν1
Y,r. By Lemmas 7.4.1 and 6.1.2, it suffices to show that the corank of

(7.4.4) Im
(
H1(Y, ν1

Y,∞) →
⊕

y∈Y 0 H4
y (X ,T∞(2))

)

is not greater thandimQp H2(k, H1(X,Qp(2))). We pursue an analogy to the casep 6= ch(F)

by replacingH4
Y (X ,Qp/Zp(2)) with H1(Y, ν1

Y,∞). There is an exact sequence

0 −→ H1(F, H0(Y , ν1
Y ,∞)) −→ H1(Y, ν1

Y,∞) −→ H1(Y , ν1
Y ,∞)GF −→ 0

arising from a Hochschild-Serre spectral sequence. By [Sat3], Corollary 1.5, there is a Mayer-

Vietoris spectral sequence

Ea,b
1 = Ha+b(Y (1−a),W∞Ω1+a

Y (1−a),log
) =⇒ Ha+b(Y , ν1

Y ,∞).

Note thatEa,b
1 is of weightb − 1 so thatH i(F, Ea,b

1 ) is finite unlessb = 1. Thus we obtain

isomorphisms up to finite groups

(7.4.5)
H1(F, H0(Y , ν1

Y ,∞)) ' H1(F, E−1,1
2 ),

H1(Y , ν1
Y ,∞)GF ' (E0,1

2 )GF

with E−1,1
2 = Ker(d−1,1

1 ) andE0,1
2 = Coker(d−1,1

1 ), whered−1,1
1 is the Gysin map

H0(Y (2),Qp/Zp) −→ H1(Y (1),W∞Ω1
Y (1),log

).

There is an exact sequence ofGF-modules (cf. (7.5.1) below)

0 −→ Pic(Y (1))⊗Qp/Zp −→ H1(Y (1),W∞Ω1
Y (1),log

) −→ Br(Y (1))p-tors −→ 0.

Hence we see that the group (7.4.4) coincides with the image ofH1(F, H0(Y , ν1
Y,∞)) up to

finite groups by the same computation as for Proposition 7.3.2 (1) and the weight arguments

in [CTSS],§2.2. Now we are reduced to showing

dimQp H2(k, H1(X,Qp(2))) ≥ corank
(
H1(F, H0(Y , ν1

Y ,∞))
)

= corank
(
H1(F, E−1,1

2 )
)
,

where the last equality follows from (7.4.5). As is seen in Remark 7.3.10, the right hand side

is equal todimQ(∆⊗Q) under the conditionT. On the other hand, by [J2], Corollary 7, the

left hand side does not change when one replacesp with another primep′. Thus the desired
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inequality follows from (7.3.11). This completes the proof of Lemma 7.2.1 and Theorem

7.1.1. ¤

7.5. Appendix to Section 7. Let Z be a proper smooth variety over a finite fieldF. For a

positive integerm, we define the objectZ/mZ(1) ∈ Db(Zét,Z/mZ) as

Z/mZ(1) := µm′ ⊕ (Wr Ω1
Z,log[−1])

where we factorizedm asm′ · pr with (p,m′) = 1. There is a distinguished triangle of

Kummer theory forGm := Gm,Z in Db(Zét)

Z/mZ(1) −−−→ Gm
×m−−−→ Gm −−−→ Z/mZ(1)[1].

So there is a short exact sequence ofGF-modules

0 −→ Pic(Z)/m −→ H2(Z,Z/mZ(1)) −→ mBr(Z) −→ 0,

whereZ := Z ⊗F F. Taking the inductive limit with respect tom ≥ 1, we obtain a short

exact sequence ofGF-modules

(7.5.1) 0 −→ Pic(Z)⊗Q/Z α−→ H2(Z,Q/Z(1)) −→ Br(Z) −→ 0.

Concerning the arrowα, we prove the following lemma, which has been used in this section.

Lemma 7.5.2.The mapH1(F, Pic(Z)⊗Q/Z) → H1(F, H2(Z,Q/Z(1)) induced byα has

finite kernel.

Proof. Note thatPic(Z)⊗Q/Z ' (NS(Z)/NS(Z)tors)⊗Q/Z. By a theorem of Matsusaka

[Ma], Theorem 4, the groupDiv(Z)/Div(Z)num is isomorphic toNS(Z)/NS(Z)tors, where

Div(Z) denotes the group of Weil divisors onZ, Div(Z)num denotes the subgroup of Weil

divisors numerically equivalent to zero. By this fact and the fact thatNS(Z) is finitely gener-

ated, there exists a finite family{Ci}i∈I of proper smooth curves overF which are finite over

Z and for which the kernel of the natural mapNS(Z) → ⊕
i∈I NS(Ci) with Ci := Ci ⊗F F

is torsion. Now consider a commutative diagram

H1(F, NS(Z)⊗Q/Z) //

��

H1(F, H2(Z,Q/Z(1))),

��⊕
i∈I H1(F, NS(Ci)⊗Q/Z)

∼ // ⊕
i∈I H1(F, H2(Ci,Q/Z(1))).
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By a standard norm argument, one can easily show that the left vertical map has finite kernel.

The bottom horizontal arrow is bijective, becauseBr(C i) = 0 for any i ∈ I by Tsen’s

theorem (cf. [Se], II.3.3). Hence the top horizontal arrow has finite kernel and we obtain the

assertion. ¤
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APPENDIX A. RELATION WITH CONJECTURES OFBEILINSON AND L ICHTENBAUM

In this appendix, the Zariski siteZZar on a schemeZ always means(ét/Z)Zar, andZét

means the usual smallétale site. Letk, p, S, X andK be as in the notation 1.8.

A.1. Motivic complex and conjectures. Let Z(2)Zar = Z(2)X
Zar be the motivic complex

on XZar defined by using Bloch’s cycle complex, and letZ(2)ét be its étale sheafification,

which are, by works of Levine ([Le1], [Le2]), considered as strong candidates for motivic

complexes of Beilinson-Lichtenbaum ([Be], [Li1]) in Zariski andétale topology, respectively

(see also [Li2], [Li3]). We put

H∗
Zar(X ,Z(2)) := H∗

Zar(X ,Z(2)Zar), H∗
ét(X ,Z(2)) := H∗

ét(X ,Z(2)ét).

In this appendix, we observe that the finiteness ofH3
ur(K,Qp/Zp(2)) is deduced from the

following conjectures on motivic complexes:

Conjecture A.1.1. Let ε : Xét → XZar be the natural continuous map of sites. Then:

(1) (Beilinson-Lichtenbaum conjecture). We have

Z(2)Zar
∼−→ τ≤2Rε∗Z(2)ét in D(XZar).

(2) (Hilbert’s theorem90). We haveR3ε∗Z(2)ét = 0.

(3) (Kummer theory onX [p−1]ét). We have(Z(2)ét)|X [p−1] ⊗L Z/prZ ' µ⊗2
pr .

This conjecture holds ifX is smooth overS by a result of Geisser [Ge1], Theorem 1.2 and

the Merkur’ev-Suslin theorem [MS] (see also [GL2], Remark 5.9).

Conjecture A.1.2. Letγ2 be the canonical map

γ2 : CH2(X ) = H4
Zar(X ,Z(2)) −→ H4

ét(X ,Z(2)).

Then thep-primary torsion part ofCoker(γ2) is finite.

This conjecture is based on Lichtenbaum’s conjecture [Li1] thatH4
ét(X ,Z(2)) is a finitely

generated abelian group (by the properness ofX /S). The aim of this appendix is to prove

the following:

Proposition A.1.3. If ConjecturesA.1.1 andA.1.2 hold, thenH3
ur(K,Qp/Zp(2)) is finite.
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This proposition is reduced to the following lemma:

Lemma A.1.4. (1) If ConjectureA.1.1 holds, then forr ≥ 1 there is an exact sequence

0 → Coker
(

prCH2(X )
αr→ prH4

ét(X ,Z(2))
)
→ H3

ur(K,Z/prZ(2)) → Ker(%2
r) → 0,

whereαr denotes the map induced byγ2 and%2
r denotes the cycle class map

%2
r : CH2(X )/pr −→ H4

ét(X ,Tr(2)).

(2) If ConjecturesA.1.1 andA.1.2 hold, thenCoker(αQp/Zp) andKer(%2
Qp/Zp

) are finite,

whereαQp/Zp := lim−→ r≥1 αr and%2
Qp/Zp

:= lim−→ r≥1 %2
r.

To prove this lemma, we need the following sublemma, which is a variant of Geisser’s argu-

ments in [Ge1],§6:

Sublemma A.1.5.Put Z/prZ(2)ét := Z(2)ét ⊗L Z/prZ. If ConjectureA.1.1 holds, then

there is a unique isomorphism

Z/prZ(2)ét
∼−→ Tr(2) in D(Xét,Z/prZ)

that extends the isomorphism in ConjectureA.1.1 (3).

We prove Sublemma A.1.5 in§A.2 below and Lemma A.1.4 in§A.3 below.

A.2. Proof of Sublemma A.1.5.By Conjecture A.1.1 (3), we have only to consider the case

wherep is not invertible onS. Let us note that

(∗) Z/prZ(2)ét is concentrated in degrees≤ 2

by Conjecture A.1.1 (1) and (2). LetV , Y , i andj be as follows:

V := X [p−1]
j−−−→ X

i←−−− Y,

whereY denotes the union of the fibers ofX /S of characteristicp. In étale topology, we

defineRi! andRj∗ for unbounded complexes by the method of Spaltenstein [Spa]. We will

prove

(A.2.1) τ≤3Ri!Z/prZ(2)ét ' ν1
Y,r[−3] in D(Yét,Z/prZ),
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using(∗) (see (S5) in§4.1 for ν1
Y,r). We first prove Sublemma A.1.5 admitting this isomor-

phism. Since(Z(2)ét)|V ⊗LZ/prZ ' µ⊗2
pr by Conjecture A.1.1 (3), we obtain a distinguished

triangle from (A.2.1) and(∗)

i∗ν1
Y,r[−3] −−−→ Z/prZ(2)ét −−−→ τ≤2Rj∗µ⊗2

pr −−−→ i∗ν1
Y,r[−2].

Hence comparing this distinguished triangle with that of (S5) in§4.1, we obtain the desired

isomorphism in the sublemma, whose uniqueness follows from [SH], Lemmas 1.1 and 1.2 (1).

In what follows, we prove (A.2.1). PutK := Z(2)Zar ⊗L Z/prZ andL := Z/prZ(2)ét

for simplicity. Letε : Xét → XZar be as in Conjecture A.1.1. In Zariski topology, we define

Ri!Zar andRjZar∗ for unbounded complexes in the usual way by the finiteness of cohomo-

logical dimension. BecauseL = ε∗K is concentrated in degrees≤ 2 by (∗), there is a

commutative diagram with distinguished rows inDb(Xét,Z/prZ)

ε∗K // τ≤2ε
∗RjZar∗j∗ZarK //

α

��

(τ≤3ε
∗iZar∗Ri!ZarK )[1] //

β
��

ε∗K [1]

L // τ≤2Rjét∗j∗étL // (τ≤3iét∗Ri!étL )[1] // L [1],

where the upper (resp. lower) row is obtained from the localization triangle in the Zariski

(resp.étale) topology and the arrowsα andβ are canonical base-change morphisms. Since

α is an isomorphism ([MS], [SV], [GL2]),β is an isomorphism as well. Hence (A.2.1) is

reduced to showing

(A.2.2) τ≤3Ri!ZarK ' εY ∗ν1
Y,r[−3] in D(YZar,Z/prZ),

whereεY : Yét → YZar denotes the natural continuous map of sites and we have used the base-

change isomorphismε∗iZar∗ = iét∗ε∗Y ([Ge1], Proposition 2.2 (a)). Finally we show (A.2.2).

Consider the local-global spectral sequence in the Zariski topology

Eu,v
1 =

⊕

x∈X u∩Y

Ru+vix∗(Ri!xRi!ZarK ) =⇒ Ru+vi!ZarK ,

where forx ∈ Y , ix denotes the natural mapx → Y . We have

Eu,v
1 '

{⊕
x∈X u∩Y ix∗εx∗Wr Ω2−u

x,log (if v = 2)

0 (otherwise)

by the localization sequence of higher Chow groups [Le1] and results of Geisser-Levine

([GL1], Proposition 3.1, Theorem 7.1), where forx ∈ Y , εx denotes the natural continuous
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mapxét → xZar of sites. By this description ofE1-terms and the compatibility of boundary

maps ([GL2], Lemma 3.2, see also [Sz], Appendix), we obtain (A.2.2). This completes the

proof of Sublemma A.1.5.

A.3. Proof of Lemma A.1.4. (1) By Sublemma A.1.5, there is an exact sequence

0 −→ H3
ét(X ,Z(2))/pr −→ H3

ét(X ,Tr(2)) −→ prH4
ét(X ,Z(2)) −→ 0.

By Conjecture A.1.1 (1) and (2), we have

H3
ét(X ,Z(2)) ' H3

Zar(X ,Z(2)) ' CH2(X , 1).

Thus we get an exact sequence

0 −→ CH2(X , 1)/pr −→ H3
ét(X , Tr(2)) −→ prH4

ét(X ,Z(2)) −→ 0.

On the other hand, there is an exact sequence

0 −→ N1H3
ét(X ,Tr(2)) −→ H3

ét(X , Tr(2)) −→ H3
ur(K,Z/prZ(2)) −→ Ker(%2

r) −→ 0

which is a variant of (4.2.9) (see Lemma 4.2.3 forN1). In view of the short exact sequence in

Lemma 4.2.3 (1), we get the desired exact sequence.

(2) By Conjecture A.1.1 (1) and (2), the mapγ2 in Conjecture A.1.2 is injective. Hence we

get an exact sequence

0 −→ Coker(αr) −→ prCoker(γ2) −→ CH2(X )/pr γ2/pr

−→ H4
ét(X ,Z(2))/pr.

Noting that the composite ofγ2/pr and the injective map

H4
ét(X ,Z(2))/pr � � // H4

ét(X ,Tr(2))

obtained from Sublemma A.1.5 coincides with%2
r, we get a short exact sequence

0 −→ Coker(αr) −→ prCoker(γ2) −→ Ker(%2
r) −→ 0,

which implies the finiteness ofCoker(αQp/Zp) andKer(%2
Qp/Zp

) under Conjecture A.1.2. This

completes the proof of Lemma A.1.4 and Proposition A.1.3. ¤
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APPENDIX B. ZETA VALUE OF THREEFOLDS OVER FINITE FIELDS

In this appendix B, all cohomology groups of schemes are taken over theétale topology.

Let X be a projective smooth geometrically integral threefold over a finite fieldFq, and letK

be the function field ofX. We define the unramified cohomologyHn+1
ur (K,Q/Z(n)) in the

same way as in1.8. We show that the groups

H2
ur(K,Q/Z(1)) = Br(X) and H3

ur(K,Q/Z(2))

are related with the value of the Hasse-Weil zeta functionζ(X, s) at s = 2:

ζ∗(X, 2) := lim
s→2

ζ(X, s)(1− q2−s)−%2 , where %2 := ords=2 ζ(X, s).

Let

θ : CH2(X) −→ Hom(CH1(X),Z)

be the map induced by the intersection pairing and the degree map

CH2(X)× CH1(X) −→ CH3(X) = CH0(X)
deg−→ Z.

The mapθ has finite cokernel by a theorem of Matsusaka [Ma], Theorem 4. We define

R := |Coker(θ)|.

We prove the following formula (compare with the formula in [Ge2]):

Theorem B.1. Assume thatBr(X) andH3
ur(K,Q/Z(2)) are finite. Thenζ∗(X, 2) equals the

following rational number up to a sign:

qχ(X,OX ,2) · |H
3
ur(K,Q/Z(2))|
|Br(X)| ·R ·

3∏
i=0

|CH2(X, i)tors|(−1)i ·
1∏

i=0

|CH1(X, i)tors|(−1)i

,

whereCH2(X, i) andCH1(X, i) denote Bloch’s higher Chow groups[Bl3] andχ(X, OX , 2)

denotes the following integer:

χ(X, OX , 2) :=
∑
i,j

(−1)i+j (2− i) dimFq Hj(X, Ωi
X) (0 ≤ i ≤ 2, 0 ≤ j ≤ 3).

This theorem follows from a theorem of Milne ([Mi2], Theorem 0.1) and Proposition B.2

below. For integersi, n ≥ 0, we define

H i(X, Ẑ(n)) :=
∏

all `

H i(X,Z`(n)),
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where` runs through all prime numbers, andH i(X,Zp(n)) (p := ch(Fq)) is defined as

H i(X,Zp(n)) := lim←−
r≥1

H i−n(X, Wr Ωn
X,log).

Proposition B.2. (1) We have

(B.3) H i(X, Ẑ(2)) '
{

CH2(X, 4− i)tors (i = 0, 1, 2, 3)

(CH1(X, i− 6)tors)
∗ (i = 6, 7),

where for an abelian groupM , we put

M∗ := Hom(M,Q/Z).

Furthermore,CH1(X, j)tors andCH2(X, j)tors are finite for anyj ≥ 0, and we have

CH1(X, j)tors = 0 for j ≥ 2 and CH2(X, j)tors = 0 for j ≥ 4.

(2) Assume thatBr(X) is finite. Then we have

H5(X, Ẑ(2))tors ' Br(X)∗,

and the cycle class map

CH2(X)⊗ Z` −→ H4(X,Z`(2))

has finite cokernel for any prime number`.

(3) Assume thatBr(X) andH3
ur(K,Q/Z(2)) are finite. Then the following map given by

the cup product with the canonical element1 ∈ Ẑ ' H1(Fq, Ẑ) has finite kernel and

cokernel:

ε4 : H4(X, Ẑ(2)) −→ H5(X, Ẑ(2)),

and we have the following equality of rational numbers:

|Ker(ε4)|
|Coker(ε4)| =

|H3
ur(K,Q/Z(2))| · |CH2(X)tors|

|Br(X)| ·R .

Proof of Proposition B.2.(1) By standard arguments on limits, there is a long exact sequence

· · · −→ H i(X, Ẑ(2)) −→ H i(X, Ẑ(2))⊗Z Q −→ H i(X,Q/Z(2))

−→ H i+1(X, Ẑ(2)) −→ · · · .

By [CTSS], p. 780, Th́eor̀eme 2, p. 782, Th́eor̀eme 3, we see that

H i(X, Ẑ(2)) andH i(X,Q/Z(2)) are finite fori 6= 4, 5.
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Hence we have

H i(X, Ẑ(2)) ' H i−1(X,Q/Z(2)) for i 6= 4, 5, 6.

On the other hand, there is an exact sequence

0 −→ CH2(X, 5− i)⊗Q/Z −→ H i−1(X,Q/Z(2)) −→ CH2(X, 4− i)tors −→ 0

for i ≤ 3 ([MS], [SV], [GL1], [GL2]), whereCH2(X, 5 − i) ⊗ Q/Z must be zero because

it is divisible and finite. Thus we get the isomorphism (B.3) fori ≤ 3, the finiteness of

CH2(X, j)tors for j ≥ 1 and the vanishing ofCH2(X, j)tors for j ≥ 4. The finiteness of

CH2(X, 0)tors = CH2(X)tors (cf. [CTSS], p. 780, Th́eor̀eme 1) follows from the exact se-

quence

0 −→ CH2(X, 1)⊗Q/Z −→ N1H3(X,Q/Z(2)) −→ CH2(X)tors −→ 0

(cf. Lemma 3.2.2), where we put

N1H3(X,Q/Z(2)) := Ker(H3(X,Q/Z(2)) → H3(K,Q/Z(2))).

As for the casei = 6, 7 of (B.3), we have

H i(X, Ẑ(2))∗ ' H7−i(X,Q/Z(1))

by a theorem of Milne [Mi2], Theorem 1.14 (a). It remains to show

CH1(X, j)tors ' H1−j(X,Q/Z(1)) for j ≥ 0,

which can be checked by similar arguments as before.

(2) We haveH5(X, Ẑ(2))∗ ' H2(X,Q/Z(1)) and an exact sequence

(B.4) 0 −→ CH1(X)⊗Q/Z −→ H2(X,Q/Z(1)) −→ Br(X) −→ 0.

Hence we have(H5(X, Ẑ(2))tors)
∗ ' Br(X), assumingBr(X) is finite. To show the second

assertion for̀ 6= ch(Fq), it is enough to show that the cycle class map

CH2(X)⊗Q` −→ H4(X,Q`(2))Γ

is surjective, whereΓ := Gal(Fq/Fq). The assumption onBr(X) implies the bijectivity of

the cycle class map

CH1(X)⊗Q`
∼−→ H2(X,Q`(1))Γ



p-ADIC REGULATOR AND FINITENESS 69

by [Ta2], (4.3) Proposition (see also [Mi1], Theorem 4.1), and the assertion follow from

[Ta2], (5.1) Proposition. As for the case` = ch(Fq), one can easily pursue an analogy using

crystalline cohomology, whose details are left to the reader.

(3) The finiteness assumption onBr(X) implies the conditionSS(X, 1, `) in [Mi2] for

all prime numbers̀ by loc. cit., Proposition 0.3. HenceSS(X, 2, `) holds by the Poincaré

duality, andε4 has finite kernel and cokernel by loc. cit., Theorem 0.1.

To show the equality assertion, we put

ĈH2(X) := lim←− n≥1 CH2(X)/n,

and consider the following commutative square (cf. [Mi3], Lemma 5.4):

ĈH2(X)
Θ //

α

��

Hom(CH1(X), Ẑ)

H4(X, Ẑ(2))
ε4 // H5(X, Ẑ(2)),

β

OO

where the top arrowΘ denotes the map induced byθ. The arrowα denotes the cycle class

map of codimension2, andβ denotes the Pontryagin dual of the cycle class map withQ/Z-

coefficients in (B.4). The arrowα is injective (cf. (4.2.9)) and we have

|Coker(α)| = |H3
ur(K,Q/Z(2))|

by the finiteness assumption onH3
ur(K,Q/Z(2)) and (2) (cf. Proposition 4.2.11). The arrow

β is surjective and we have

Ker(β) = H5(X, Ẑ(2))tors

(2)' Br(X)∗,

by Milne’s lemma ([Mi3], Lemma 5.3) and the isomorphismCH1(X) ⊗ Ẑ ' H2(X, Ẑ(1))

(cf. [Ta2], (4.3) Proposition), where we have used again the finiteness assumption onBr(X).

Therefore in view of the finiteness ofKer(ε4), the mapΘ has finite kernel and we obtain

Ker(Θ) = ĈH2(X)tors = CH2(X)tors,

where we have used the finiteness ofCH2(X)tors in (1). Finally the assertion follows from

the following equality concerning the above diagram:

|Ker(Θ)|
|Coker(Θ)| =

|Ker(α)|
|Coker(α)| ·

|Ker(ε4)|
|Coker(ε4)| ·

|Ker(β)|
|Coker(β)|

This completes the proof of Proposition B.2 and Theorem B.1. ¤
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Bures, 1988, (Astérisuque 223), pp. 269–293, Marseille, Soc. Math. France, 1994

[KCT] Kato, K.: A Hasse principle for two-dimensional global fields. (with an appendix by Colliot-Thélène,
J.-L.), J. Reine Angew. Math.366, 142–183 (1986)

[KL] Katz, N., Lang, S.: Finiteness theorem for higher geometric class field theory. Enseign. Math.27,
285–319 (1981)

[Ku] Kurihara, M.: A note onp-adicétale cohomology. Proc. Japan Acad. Ser. A63, 275–278 (1987)
[La1] Langer, A.: Selmer groups and torsion zero cycles on the self-product of a semistable elliptic curve.

Doc. Math.2, 47–59 (1997)
[La2] Langer, A.:0-cycles on the elliptic modular surface of level4. Tohoku Math. J.50, 315–360 (1998)
[La3] Langer, A.: Local points of motives in semistable reduction. Compositio Math.116, 189–217 (1999)
[La4] Langer, A.: Finiteness of torsion in the codimension-two Chow group: an axiomatic approach. In:

Gordon, B. B., Lewis, J. D., M̈uller-Stach, S., Saito, S., Yui, N. (eds.)The Arithmetic and Geometry
of Algebraic Cycles, Banff, 1988, (NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci. 548), pp. 277–284,
Dordrecht, Kluwer, 2000

[LS] Langer A., Saito, S.: Torsion zero-cycles on the self-product of a modular elliptic curve. Duke Math.
J.85, 315–357 (1996)

[Le1] Levine, M.: Techniques of localization in the theory of algebraic cycles. J. Algebraic Geom.10, 299-
363 (2001)

[Le2] Levine, M.:K-theory and motivic cohomology of schemes. preprint, 1999
[Li1] Lichtenbaum, S.: Values of zeta functions at non-negative integers. In: Jager, H. (ed.)Number Theory,

Noordwijkerhout, 1983, (Lecture Notes in Math. 1068), pp. 127-138, Berlin, Springer, 1984
[Li2] Lichtenbaum, S.: The construction of weight-two arithmetic cohomology. Invent. Math.88, 183–215

(1987)
[Li3] Lichtenbaum, S.: New results on weight-two motivic cohomology. In: Cartier, P., Illusie, L., Katz, N.

M., Laumon, G., Manin, Y., Ribet, K. A. (eds.)The Grothendieck Festschrift III, (Progr. Math. 88),
pp. 35–55, Boston, Birkḧauser, 1990
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