
RAMIFICATION THEORY OF RECIPROCITY SHEAVES, I
ZARISKI-NAGATA PURITY

KAY RÜLLING AND SHUJI SAITO

Abstract. We prove a Zariski-Nagata purity theorem for the motivic ramifica-
tion filtration of a reciprocity sheaf. An important tool in the proof is a generaliza-
tion of the Kato-Saito reciprocity map from geometric global class field theory to
all reciprocity sheaves. As a corollary we obtain cut-by-curves and cut-by-surfaces
criteria for various ramification filtrations. In some cases this reproves known
theorems, in some cases we obtain new results.
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1. Introduction

In this paper we prove a Zariski-Nagata purity theorem for the motivic rami-
fication filtration of a reciprocity sheaf, using a generalization of the Kato-Saito
reciprocity map [KS86] to all reciprocity sheaves. As a corollary we obtain cut-by-
curves and cut-by-surfaces criteria for various ramification filtrations.

1.1. Let X be a smooth scheme over a perfect field k and let D be an effective
Cartier divisor on X such that its support has simple normal crossings and denote
by U = X \D its complement. Denote by

(1.1.1) H1(U) := H1(Uét,Q/Z) = Homcts(π
ab
1 (U),Q/Z),

the group of torsion characters of the abelianized fundamental group πab
1 (U) of U .

There are three different ways to express that a character χ ∈ H1(U) has ramification
bounded by D:

(i) For any generic point η ∈ D, we have ArtKη(χ|Kη) ≤ vη(D), where Kη =
Frac(OhX,η) is the quotient field of the henselization of X at η, vη(D) is the
multiplicity of η in D, and ArtKη is the Kato-Matsuda Artin conductor for
characters of the Galois group of Kη. (In the notation of [Mat97, Definition
3.2.5], ArtKη = 1 + Sw′Kη).

K.R. was supported by the DFG Heisenberg Grant RU 1412/2-2. S.S. is supported by the JSPS
KAKENHI Grant (20H01791).
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(ii) For any k-morphism h : C → X with C a smooth curve, such that h−1(U)
is dense in C, and any closed point x ∈ h−1(D), we have ArtLx(χ|Lx) ≤
vx(h

∗D), where Lx = Frac(OhC,x) and vx(h
∗D) is the multiplicity of x in the

pullback h∗D. 1

(iii) Let P
(D)
X be the blow-up of X×X in the center ∆X ∩ (D×D) with the strict

transforms of X ×D and D ×X removed, where ∆X denotes the diagonal.

Note that we have a natural open immersion U × U ↪→ P
(D)
X . Then,

p∗1(χ)− p∗2(χ) ∈ Im
(
H1(P

(D)
X ) ↪→ H1(U × U)

)
,

where pi : U × U → U denotes the projection to the ith factor.

It is known that the above conditions are equivalent: the equivalence of (i) and (ii)
follows from the ramification theory developed in [Kat89] and [Mat97] (see [KS16,
Corollary 2.8]). The condition (iii) is introduced in Abbes-Saito’s non-logarithmic
ramification theory ([TSai17, Section 2, Subsection 3.1]) and the equivalence of (i)
and (iii) follows from [AS11, Proposition 8.8], [TSai17, Proposition 2.27] and [Yat17,
Theorem 0.1].

One aim of this paper (and its sequel [RSb]) is to generalize the statements above
to all reciprocity sheaves and prove that they are still equivalent, see Theorem 1.4
below.

1.2. We recall the notion of reciprocity sheaves introduced by Kahn, Saito and Ya-
mazaki, which is closely related to the theory of modulus sheaves with transfers
developed by the same authors in joint work with Miyazaki, see [KSY16], [KSY22],
[KMSY21a], and [KMSY21b]. Fix a perfect field k. Let Cor be the category whose
objects are the smooth separated k-schemes and finite correspondences as mor-
phisms. Let PST be the category of presheaves with transfers, i.e., the presheaves
of abelian groups on Cor. A reciprocity presheaf F is such an object of PST that
any section a ∈ F (U) has a modulus: this condition is a generalization of Voevod-
sky’s A1-invariance and is better understood using the theory of modulus presheaves
with transfers, which we now recall. A modulus pair (X,D) consists of a separated
scheme X of finite type over k and a (possibly empty) effective Cartier divisor D on
X such that the complement U = X \D is smooth. The category of modulus pairs
has as morphisms the finite correspondences between the smooth complements sat-
isfying a certain admissibility condition with respect to the divisors. A presheaf on
the category of modulus pairs is called a modulus presheaf with transfers, we denote
by MPST the corresponding category. If the modulus pair (X,D) is proper, i.e.,
X is proper over k, then we can associate to it a particular presheaf with transfers,
which is denoted by h0(X,D). It satisfies the following two properties, where we
write ZK = Z ⊗k K for a k-scheme Z and a function field K over k and where we
extend a presheaf with transfers to essentially smooth k-schemes by taking colimits,
see (2.2.3):

(a) h0(X,D) is a quotient of the representable presheaf with transfers Ztr(U) =
Cor(−, U), where U = X\D, and

(b) for any function field K over k, the map Ztr(U)(K) → h0(X,D)(K) from
(a) induces an isomorphism

CH0(XK , DK)
'−→ h0(X,D)(K),

1Note that ArtLx is the classical Artin conductor since the residue field of Lx is perfect.
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via the identification of Ztr(U)(K) with Z0(UK), the group of zero-cycles
on UK . Here CH0(XK |DK) is the Chow group of zero-cycles with modulus
introduced in [KS16], which is the quotient of Z0(UK) by the subgroup gen-
erated by divC(f), where C is an integral curve in UK and f is a rational
function on the normalization C̃ of the closure of C in XK which satisfies
f ≡ 1 mod DC̃ , i.e., at the points of DC̃ the function f − 1 is regular and

contained in the ideal sheaf of DC̃ , where DC̃ = DK ×XK C̃.

In fact the Zariski sheafification of h0(X,D) is uniquely determined by (a) and (b).2

A key role is played by the functor

ωCI : PST −→MPST,

given by

ωCIF (X,D) := lim−→
(Y,E)

HomPST(h0(Y,E), F ), for F ∈ PST,

where (X,D) is a modulus pair and the colimit is over the cofiltered ordered set of
compactifications (Y,E) of (X,D), see [KMSY21a, 1.8]. Note that by (a) we have
ωCIF (X,D) ⊂ F (U). A modulus for a ∈ F (U) is a proper modulus pair (X,D) as
above such that a is contained in ωCIF (X,D). We arrive at the following definition.

Definition 1.3. Let F ∈ PST and write F̃ := ωCIF ∈MPST. Following [KSY22],
we say that F is a reciprocity sheaf if for any smooth k-scheme U the restriction FU
is a sheaf on the small Nisnevich site of U and any section a ∈ F (U) has a modulus,
i.e.,

(1.3.1) F (U) =
⋃

(X,D)

F̃ (X,D),

where the union is over all proper modulus pairs (X,D) with U = X \D. We denote
by RSCNis ⊂ PST the full subcategory of reciprocity sheaves.

We say that a reciprocity sheaf F has level n ≥ 0, if for any smooth k-scheme X
and any a ∈ F (A1 ×X) the following implication holds:

aA1
z
∈ F (z) ⊂ F (A1

z), for all z ∈ X(≤n−1) =⇒ a ∈ F (X) ⊂ F (A1 ×X),

where aA1
z

denotes the restriction of a to A1
z = A1 × z ⊂ A1 ×X, X(≤n−1) denotes

the set of points in X whose closure has dimension ≤ n−1, and for a smooth scheme
S we identify F (S) with its image in F (A1 × S) via pullback along the projection
map. 3

Any A1-invariant Nisnevich sheaf with transfers is a reciprocity sheaf of level 0.
A relevant reciprocity sheaf to the introduction is F = H1 from 1.1 and it has level
1. See [RS21, Part 2], [BRS22, §11.1], and 6.11 for other examples.

Heuristically, a presheaf with transfers F satisfies (1.3.1) if any section a ∈ F (U)
has “bounded ramification along boundaries of compactifications of U” and more-
over F is A1-invariant if any a ∈ F (U) has “tame ramification at boundaries”. A
manifestation of this viewpoint has been given in [RS21], where the motivic conduc-
tor associated to a reciprocity sheaf F is introduced. It is a collection of maps

cF = {cFL : F (L)→ N}L
2This follows from the results in [KSY22] together with [BS19, Theorem 3.3].
3This is equivalent to the motivic conductor of F having level n in the language of [RS21].
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where L runs through all henselian discrete valuation fields of geometric type over
k, defined for a ∈ F (L) by

cFL(a) = min{n ∈ N | a ∈ F̃ (SpecOL, n · sL)},
where sL ∈ SpecOL is the closed point. It is shown in [RS21] that cF recovers
classically known conductors: for F = H1 in 1.1, cFL = ArtL from (i); for F =
Conn1, the group of rank 1 connections, cFL is the irregularity (up to a shift); if F is
represented by a commutative algebraic group and trdeg(L/k) = 1, cFL is Rosenlicht-
Serre’s conductor. This is why for F ∈ RSCNis we call

(1.3.2) F̃ (X,D) ⊂ F (U), with (X,D) proper modulus pairs with X \D = U,

the motivic ramification filtration on F (U).

We say that resolutions of singularities hold over k in dimension ≤ n if for any
integral projective k-scheme Z of dimension ≤ n and any effective Cartier divisor E
on Z, there exists a proper birational morphism h : Z ′ → Z such that Z ′ is regular
and |h−1(E)| has simple normal crossings. This is known to hold if char(k) = 0 by
Hironaka or if n ≤ 3 by [CP09]. The following is a consequence of the main result
of this paper, see Corollary 6.10.

Theorem 1.4. Let X be a smooth projective k-scheme and D be an effective Cartier
divisor on X whose support has simple normal crossings. Let X ⊂ X be a non-empty
open subscheme, D = D ∩X and U = X \ |D|. Let F be a reciprocity sheaf of level
n ≥ 0. Assume resolutions of singularities hold over k in dimension ≤ n. For
χ ∈ F (U), the following statements are equivalent: 4

(i) For any generic point η ∈ D, we have cFKη(χ|Kη) ≤ vη(D) (cf. 1.1(i)).

(ii) For any k-morphism h : Z → X with Z smooth quasi-projective of dimension
≤ n such that the support of DZ = h∗D has simple normal crossings and
for any generic point x ∈ DZ, we have cFLx(χ|Lx) ≤ vx(DZ), where Lx =
Frac(OhZ,x) (cf. 1.1(ii)).

(iv) χ ∈ F̃ (X,D).

Building on the present article and [RSa], we will show in [RSb] the equivalence
of (iv) and the following statement:

(iii) Let P
(D)
X and p1, p2 : U × U ⇒ U be as in 1.1(iii). Then,

p∗1(χ)− p∗2(χ) ∈ Im
(
F (P

(D)
X )

j∗−→ F (U × U)
)
.

Note that the equivalence of (i) and (iv) proven in the present paper reads as the
equality

(1.4.1) F̃ (X,D) = Fgen(X,D).

Here by definition

Fgen(X,D) := Ker

(
F (U)→

⊕
η

F (SpecOhX,η\η)

F̃ (SpecOhX,η, Dh
η )

)
,

where the direct sum is over the generic points η of D and Dh
η = D ×X SpecOhX,η.

This can be viewed as a Zariski-Nagata purity for the motivic ramification filtration.

4In case X = X, the implications (i)⇔ (iii)⇔ (iv)⇒ (ii) hold without assuming resolution of
singularities in dimension ≤ n.
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If the support of D is smooth, this also follows from [Sai20, Corollary 8.6(2)] and if D
is reduced, it follows from [Sai, Theorem 2.3]. The general case treated here is new.
On the other hand, the equivalence of (iv) and (ii) in the case n = 1 is viewed as a
cut-by-curves criterion for the motivic ramification filtration. See 6.11 for examples
where we obtain unconditional results, in particular the cut-by-surfaces criterion for
the ramification of fppf-torsors under infinitesimal finite unipotent group schemes
over k is new.

1.5. It is usually very difficult to compute Chow groups with modulus used in the
definition of the motivic ramification filtration (see the description of h0(X,D) espe-
cially 1.2(b) above) so that it seems hopeless to compute the filtration plainly from
its definition. On the other hand, condition (iii) from above, which is considered in
[RSb], is easy to check and it provides an effective method to compute the filtration.
In the proof of Theorem 1.4, we use another effective method for the computation,
called reciprocity pairing, see (1.5.3) and Theorem 1.6 below.

Let K be a function field over k and let X be a reduced and projective K-scheme
of pure dimension d. We denote by KM

r,X (r ≥ 0) the Nisnevich sheafification of
the improved Milnor K-theory from [Ker10]. For a nowhere dense closed subscheme
D ⊂ X, we consider the following Nisnevich sheaves for r ≥ 15

Vr,X|D := Im(O×X|D ⊗Z K
M
r−1,X → KM

r,X) with O×X|D := Ker(O×X → i∗O×D).

Let U ⊂ X be a regular dense open subscheme such that U ∩ D = ∅. For a
closed point x ∈ U , the Gersten resolution ([Ker10, Proposition 10(8)]) yields an
isomorphism

θx : Z '−→ Hd
x(UNis, K

M
d,U) ∼= Hd

x(XNis, Vd,X|D),

which induces a surjective map (cf. [KS86, Theorem 2.5]):

(1.5.1) θU =
∑
x

θx : Z0(U) =
⊕
x∈U

Z→→ Hd(XNis, Vd,X|D),

where x runs through all closed points of U . Consider the pairing

(1.5.2) (−,−)U⊂X/K : F (U)⊗ Z0(U)→ F (K), a⊗ [x] 7→ (gx)∗i
∗
x(a),

where ix : x → U is the closed immersion and (gx)∗ : F (x) → F (K) is the transfer
map for the finite map gx : x→ SpecK induced by X → SpecK. A key result used
in the proof of Theorem 1.4 is Proposition 6.7, stating that (1.5.2) induces a pairing

(1.5.3) (−,−)(X,D)/K : Fgen(X,D)⊗Hd(XNis, Vd,X|D)→ F (K),

where Fgen(X,D) is defined similarly as in (1.4.1), in particular it depends only on
the points of codimension at most 1 in the normalization of X.

In Examples and Remarks 6.9, it is explained that the pairing (1.5.2) recovers
some classically known pairings: in case k is finite and F (X) = H1(X) from 1.1, it
recovers the reciprocity map constructed in [KS86, (3.7)]. In case char(k) = 0 and
F (X) is the group of isomorphism classes of absolute rank one connections on X
relative to k, this pairing is a higher-dimensional version of the pairing constructed
in [BE01, 4.] for X a curve. See also 6.9(3) for a pairing involving the non-A1-
invariant part of étale motivic cohomology with mod-pn coefficients induced by the
pairing (1.5.3), which is reminiscent of the pairings constructed in [JSZ18] and [GK],
though in different cohomological degrees.

5See 6.3 for a comparison of Vr,X|D with the sheaf KM
r (OX , ID) = Ker(KM

r,X → KM
r,D) used in

[KS86, (1.3)], where ID ⊂ OX is the ideal sheaf for D.
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Theorem 1.6 (Theorem 6.8). Let F be a reciprocity sheaf. Let X be a smooth
projective k-scheme of pure dimension d and D an effective Cartier divisor on X
whose support has simple normal crossings. Denote by j : U = X \D ↪→ X the open
immersion. For a ∈ F (U), the following conditions are equivalent:

(i) a ∈ F̃ (X,D);
(ii) a ∈ Fgen(X,D);

(iii) for any function field K over k, the map

(aK ,−)UK⊂XK/K : Z0(UK)→ F (K)

induced by the pairing (1.5.2) factors through Hd(XK,Nis, Vd,XK |DK ), where
aK ∈ F (UK) with UK = U ⊗k K is the pullback of a.

Note that the assumption on the smoothness of X in the above theorem cannot be
relaxed to just requiring the complement X \D to be smooth. Indeed, in Theorem
7.1 we show as an application of the above that a normal Cohen-Macaulay scheme
Y which is of finite type over a field of characteristic zero has rational singularities
if and only if there exists locally on Y an effective Cartier divisor E whose support

contains the singular locus of Y , such that the natural map Ω̃d(Y,E)→ Ωd
gen(Y,E)

is bijective.

We sketch the strategy of the proof of Theorem 1.6, which implies Theorem 1.4.
The implication (i)⇒ (ii) is direct from the definition. The implication of (iii)⇒ (i)
is a formal consequence of 1.2(b) above, [Sai20, Theorem 3.1] and a commutative
diagram

Z0(UK)

π

ww

θUK

((
CH0(XK |DK)

cycXK |DK // Hd(XK,Nis, Vd,XK |DK )

where π is the quotient map, θUK is the map (1.5.1) and cycXK |DK is a cycle class
map constructed in [RS23], cf. Proposition 6.4.

Thus the most essential point is the implication (ii)⇒ (iii) in Theorem 1.6. This
requires to construct the pairing (1.5.3). To this end we extend the formalism of
pushforward for cohomology of reciprocity sheaves from [BRS22] to that for some ad
hoc version of compactly supported cohomology, which is done in section 4. Using
this pushforward, we construct an approximation of the desired pairing, see (6.5.3)
and Lemma 6.6. To show that this pairing induces (1.5.3), we use a description
of the cohomology group Hd(XNis, Vd,X|D) in terms of the sections of Vd,X|D over
henselizations of X along Paršin chains from [KS86], which is recalled in section
5. This reduces the problem to a purely local situation in which case it follows
from Theorem 3.7, which relies on a weak version of the Brylinski-Kato formula for
reciprocity sheaves, see Corollary 3.3 and see Remark 3.4 for an explanation why
this is called (weak) Brylinski-Kato formula6.

Acknowledgement. The second named author thanks Ahmed Abbes, Takeshi
Saito and Yuri Yatagawa for their kindly answering questions on ramification theory.
The authors thank the referee for his comments.

Notation 1.7. For a noetherian ring R, Frac(R) denotes its total ring of fractions.

6The full Brylinski-Kato formula for reciprocity sheaves will be proven in [RSb]
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In the following k denotes a field and Sm the category of separated schemes
which are smooth and of finite type over k. For k-schemes X and Y we write
X × Y := X ×k Y . For n ≥ 0 we write Pn := Pn

k , An := An
k . We say a field L

is a henselian dvr of geometric type over k, if there exists U ∈ Sm and x ∈ U a
1-codimensional point, such that L = Frac(OhU,x); we denote the ring of integers of
L by OL.

For a scheme X we denote by X(i) (resp. X(i)) the set of i-dimensional (resp.
i-codimensional) points of X. If (R,m) is a local ring, then we denote by

R{x1, . . . , xn}

the henselization of the polynomial ring R[x1, . . . , xn] at the ideal mR[x1, . . . , xn] +
(x1, . . . , xn).

Let F be a Nisnevich sheaf on a scheme X and x ∈ X a point. Then we denote
by Fx its Zariski stalk and by F h

x = lim−→x∈U/X F (U) the Nisnevich stalk, where the

colimit is over all Nisnevich neighborhoods U → X of x.

2. Preliminaries

In this section k is a perfect field.

2.1. We recall some basic notions from [KMSY21a] and [KMSY21b]. A modulus
pair is a pair X = (X,D), where X is a separated scheme of finite type over k, D
is an effective Cartier divisor on X (D = ∅ is allowed) and X \ |D| is smooth; X is
said to be proper if X is. For modulus pairs X = (X,D) and Y = (Y,E) we denote
by MCor(X ,Y) the free abelian group generated by integral closed subschemes
V ⊂ X \ |D|×Y \ |E| which are finite and surjective over a connected component of

X \ |D| and such that V
N → X × Y the normalization of the closure of V is proper

over X and satisfies

(2.1.1) D|V N ≥ E|V N .

The category of modulus pairs with morphisms MCor(X ,Y) and composition in-
duced by the composition of finite correspondences is denoted by MCor; its full
subcategory of proper modulus pairs by MCor. We have a fully faithful functor
Cor→MCor, X 7→ (X, ∅), and we will abbreviate notation and write

(2.1.2) (X, ∅) =: X in MCor .

Furthermore MPST (resp. MNST) denotes the category of presheaves (resp. Nis-
nevich sheaves) on MCor, similarly with MPST and MNST, for details see loc.
cit.

There is a symmetric monoidal structure on MCor defined by

(2.1.3) (X,D)⊗ (Y,E) = (X × Y, p∗XD + p∗YD),

where pX and pY define the projections to X and Y , respectively. It extends to a
symmetric monoidal structure ⊗MPST on MPST.

2.2. We denote by PST (resp. NST) the category of presheaves (resp. Nisnevich
sheaves) with transfers on Sm. Let F ∈ PST. Following [KSY22, Definition 2.2.4]
we say a ∈ F (U) has modulus X = (X,D) (called SC-modulus in loc. cit.), if X
is a proper modulus pair with U = X \ |D| and the Yoneda map a : Ztr(U) :=
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Cor(−, U) → F factors via the quotient q : Ztr(U) →→ h0(X ), where h0(X ) is the
presheaf with transfers given on S ∈ Sm by

(2.2.1) h0(X )(S) := Coker

(
MCor(�⊗ S,X )

i∗0−i∗1−−−→ Ztr(U)(S)

)
, � = (P1,∞),

with ie : {0} → P1 the inclusion of the e-section, e ∈ {0, 1}.
We say F is a reciprocity presheaf if any a ∈ F (U) has a modulus, for any

U ∈ Sm. The category of reciprocity presheaves is denoted by RSC and RSCNis =
RSC ∩NST denotes the category of reciprocity sheaves; both are abelian, for the
latter see [Sai20, Theorem 0.1].

For F ∈ RSCNis and X = (X,D) we denote by F̃ (X,D) those sections a ∈
F (X \ |D|) having a modulus of the form (X,D +B), where D and B are effective

Cartier divisors such that X = X \ |B| and D|X = D. Then X 7→ F̃ (X ) defines a
Nisnevich sheaf on MCor and with the notation from [KMSY21a, 2.4] and [KSY22,
Proposition 2.3.7] we have

(2.2.2) F̃ = τ!ω
CIF,

which is also equal to ωCIF from the introduction. Moreover F̃ is �-invariant,
semi-pure, and has M -reciprocity, i.e.,

F̃ ∈ CIτ,spNis ⊂MNST,

see e.g. [MS, 1.] for notation and the references there. We also recall that for any

G ∈ CIτ,spNis , we have ω!G ∈ RSCNis and ω!F̃ = F , where

ω!G(X) = G(X, ∅).
Finally if (X,D) = lim←−i(Xi, Di) is a pro-modulus pair in the sense of [RS21, 3.7] we
define

(2.2.3) G(X,D) = lim−→
i

G(Xi, Di).

If R is a regular noetherian k-algebra and I ⊂ R is an ideal which is invertible
defining a Cartier Divisor DI on SpecR, then (SpecR,DI) is a pro-modulus pair
(by a result of Popescu [Pop86]) and we set

(2.2.4) G(R, I−1) := G(SpecR,DI).

Usually we will refer to a pro-modulus pair simply as modulus pair.

2.3. We recall some twists introduced in [RSY21, 5e] and [MS, 2.]. By [RSY21,
Corollary 4.18] there is a lax monoidal structure on RSCNis which in particular
assigns to F1, F2 ∈ RSCNis a new reciprocity sheaf denoted by

(F1, F2)RSCNis

(denoted by h0,Nis(F̃1⊗MPST F̃2) in loc. cit.). Let F ∈ RSCNis. For n ≥ 0 we define

(2.3.1) F 〈0〉 := F, F 〈n+ 1〉 := (F 〈n〉,Gm)RSCNis
,

and

(2.3.2) γ0F := F, γ1F := HomPST(Gm, F ), γn+1F := γ1(γnF ).

For F ∈ RSCNis and n,m ≥ 0 we have

(1) γnF , F 〈n〉 ∈ RSCNis and F 〈n+m〉 = F 〈m〉〈n〉, γm+nF = γn(γmF );
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(2) F ∈ HINis (=A1-invariant sheaves in NST) ⇒ F 〈n〉 = F ⊗HI G⊗HIn
m (see

[RSY21, Theorem 5.3]);
(3) there is a natural surjection F ⊗NST K

M
n →→ F 〈n〉 in NST and an isomor-

phism γnF = HomPST(KM
n , F ), see [BRS22, Proposition 9.3], where KM

n

denotes the improved n-th Milnor K-sheaf from [Ker10].
(4) Furthermore we will use the following shorthand in the rest of the text

γnF 〈m〉 := γn(F 〈m〉) = HomPST(KM
n , F 〈m〉).

The weak cancellation theorem in the form [MS, Theorem 5.2] yields

γnF 〈m〉 ∼=

{
F 〈m− n〉, m ≥ n,

γm−nF, n ≥ m.

3. A Brylinski-Kato formula and continuity of a pairing

In this section k is a perfect field. We fix G ∈ CIτ,spNis and we will use the shorthand
notation

(3.0.1) G(X) := ω!G(X) := G(X, ∅).

Proposition 3.1. Let (R,m) be a regular henselian local k-algebra of geometric
type and set X = SpecR{t} (see Notation 1.7), Z = V (t) ⊂ X . For a ∈ R{t} and
n ≥ 2 denote by fa : X → X the morphism induced by the unique local R-algebra
morphism R{t} → R{t} with t 7→ t+ atn. Then fa defines a morphism of modulus
pairs fa : (X , nZ)→ (X , nZ) and the map induced by pullback along fa

f ∗a :
G(X , nZ)

G(X )
−→ G(X , nZ)

G(X )

is equal to the identity.

We first need the following lemma which is a version of [Sai20, Lemma 6.7].

Lemma 3.2. Let R be an excellent normal henselian local ring with infinite residue
field, set S = SpecR, and denote by s ∈ S its closed point. Let π : X → S be a
smooth morphism of relative dimension one and let Z ⊂ X be a closed irreducible
subscheme which is finite over S and such that we have an isomorphism of residue

fields κ(s)
'−→ κ(x), where x ∈ Z denotes the closed point. Then

OhX,x = lim−→
(U,xU )→(X,x)

O(U),

where the colimit is over all Nisnevich neighborhoods u : (U, xU)→ (X, x) satisfying
the following properties

(1) U is affine;

(2) u induces an isomorphism ZU := u−1(Z)
'−→ Z;

(3) (π ◦ u : U → S,ZU) has a good compactification in the sense of [Sai20,

Definition 2.1].(Recall that this means that π ◦ u factors as U
j−→ U

πU−→ S
with j an open immersion, πU proper, U is normal, U \ U is the support of
an effective Cartier divisor U∞, and ZU t U∞ ⊂ affine open of U .)

Proof. First we show that (X, x) admits one Nisnevich neighborhood with the stated
property. Note that by assumption Z = SpecR′, with R′ henselian local. By [Lev06,
Theorem 10.0.1] (see also the explanations in [Lev06, 5.1]) we find a Nisnevich
neighborhood v : (V, xV ) → (X, x) which admits a closed immersion i : V ↪→ An

S,
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such that its closure V ⊂ Pn
S admits a finite and surjective map to P1

S and such
that V \V is finite over S. In particular, V \V = (Pn

S \An
S)∩V is a Cartier divisor

in V and V is equidimensional of relative dimension one over S. Denote by Y → V
the normalization; it is an isomorphism over V , moreover it is a finite morphism,
since S is excellent. Since Z is henselian local, we can write v−1(Z) = ZV t C with
ZV ∼= Z and the components of C are either finite over Z or don’t meet the special
fiber. Since V \ V is finite over S, the intersection of the closure C ⊂ Y with the
special fiber Ys is finite; hence by [Sai20, Lemma 12.1] C is finite over S. Since
ZV is finite over S, we have C ∩ ZV = ∅. By [GLL15, Theorem 5.1] we find an
effective ample Cartier divisor H ⊂ Y such that C ⊂ H, H ∩ (ZV ∩ Ys) = ∅, and
H does not contain Ys. By [Sai20, Lemma 12.1], we have H ∩ ZV = ∅ and H is
finite over S. Similarly, we find an effective ample Cartier divisor A ⊂ Y such that
H ∪ (Y \ V ) ∪ ZV ⊂ Y \A; note that Y \A is affine. We set U := V \ (V ∩H) and
xU := xV . Then (U, xU)→ (X, x) is a Nisnevich neighborhood which satisfies (1) -
(3), where we can take U ↪→ Y as a good compactification of (U → S,ZU).

If ν : (X ′, x′) → (X, x) is any Nisnevich neighborhood, we find a Z ′ ⊂ ν−1(Z)
mapping isomorphically to Z. Now replacing (X,Z, x) in the above discussion by
(X ′, Z ′, x′) shows that any Nisnevich neighborhood of (X, x) has a refinement sat-
isfying (1) - (3). �

Recall from [Sai20, Definition 5.1] that a pair (X → S,Z) as in Lemma 3.2 is by
definition a nice V-pair if it admits a good compactification, Z is reduced and étale
over S, and nZ diagonally embedded into nZ ×S X is a principal divisor, for all
n ≥ 1.

Proof of Proposition 3.1. By the standard trace argument we may assume R/m is
infinite. Set S = SpecR, X = SpecR[t], and Z = V (t) ⊂ X. The pair (X → S,Z)
is a nice V-pair by [Sai20, Lemma 5.2]. Let x ∈ X be the point corresponding to
m + (t). Let A = R{t} and take a ∈ A. By Lemma 3.2 we find an R[t]-algebra
Aa ⊂ A satisfying the following conditions:

(i) a ∈ Aa and 1 + atn−1 ∈ A×a ;
(ii) Xa = Spec(Aa) is a Nisnevich neighborhood of (X, x);
(iii) the natural map ja : Xa → X induces an isomorphism Za := j−1

a (Z) ∼= Z;
(iv) (Xa → S,Za) admits a good compactification.

By [Sai20, Lemma 4.2, Lemma 4.3], (Xa, Za) is a nice V -pair over S. Consider the
S-morphism

φa : Xa → X induced by R[t]→ Aa, t 7→ t+ atn = t(1 + atn−1).

By (i) and (iii), Za ∼= φ−1
a (Z). Let

λ : X → X and λa : X → Xa

be the maps induced by the natural inclusions

R[t]→ A and Aa → A,

respectively. Note that λ = ja ◦ λa. We obtain the following commutative diagrams

G(X,nZ)
G(X)

λ∗ //

j∗a
��

G(X ,nZ)
G(X )

id
��

G(Xa,nZa)
G(Xa)

λ∗a // G(X ,nZ)
G(X )

G(X,nZ)
G(X)

λ∗ //

φ∗a
��

G(X ,nZ)
G(X )

f∗a
��

G(Xa,nZa)
G(Xa)

λ∗a // G(X ,nZ)
G(X )

.
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The horizontal arrows are isomorphisms by [Sai20, Corollary 2.21] and Lemma 3.2.
Thus it suffices to show

(3.2.1) φ∗a = j∗a :
G(X,nZ)

G(X)
→ G(Xa, nZa)

G(Xa)
.

Set

ha = s− (t+ atn) ∈ Γ(Xa ×S X,O) = Aa[s],

where X = SpecR[s]. Then Div(ha) and Div(s− t) ⊂ Xa×SX are the graphs of φa
and ja, respectively. Since furthermore Div(s − 1) is the graph of the composition
of the projection Xa → S with the 1-section S ↪→ A1

S = X, we see that Div(s− 1)∗

induces the zero map between the quotients in (3.2.1). Thus the equality in (3.2.1)
follows by [Sai20, Theorem 2.10(2)] from the following claim.

Claim 3.2.1. ha
s−1

and s−t
s−1

are admissible for
(
(X,nZ), (Xa, nZa)

)
(cf. [Sai20, Defi-

nition 2.3]), i.e., with θh = Div(h), for h ∈ { ha
s−1

, s−t
s−1
}, we have

(i) h is regular in a neighborhood of Xa ×S Z;
(ii) θh×X nZ is the image of the diagonal map nZ → Xa×SX coming from the

isomorphism nZa ' nZ induced by ja;
(iii) h extends to an invertible function on a neighborhood ofXa×S∞ inXa×SP1

S.

(i) is immediate in both cases. Note that s− 1 is a unit on Xa ×S nZ. Hence (ii)
follows from the equality of ideals in Aa[s,

1
s−1

] :

(h, sn) = (s− t, tn, sn).

This is immediate for h = s− t/s− 1; for h = ha/s− 1 we set u := 1 + atn−1 ∈ A×a
and then the above equality follows from

tn = (t− s
u
)(tn−1 + tn−2 s

u
+ . . .+ ( s

u
)n−1) + ( s

u
)n ∈ (ha, s

n).

Letting σ = 1/s, (iii) follows from

ha
s−1

= 1−σ(t+atn)
1−σ and s−t

s−1
= 1−σt

1−σ in Aa[σ].

This proves Claim 3.2.1 and completes the proof of Proposition 3.1. �

Corollary 3.3. Let K be a function field over k and denote by (see Notation 1.7)

π : X := SpecK{x, t} → T := SpecK{t}

the natural map induced by the inclusion K{t} ↪→ K{x, t}, and set Z = V (t) ⊂ X .
Let a ∈ K{t} and n ≥ 2. Consider the closed immersions

i : C := V (x− t) ↪→ X and ia : Ca := V (x− t− atn) ↪→ X .

Then the compositions

πC = π ◦ i : C → T and πCa = π ◦ ia : Ca → T

are isomorphisms and for any g ∈ G(X , nZ) we have

πC∗i
∗g − πCa∗i∗ag ∈ G(T ),

where πC∗ is induced by the action of the transpose of the graph of πC, which is equal
to (π∗C)−1, similarly with πCa∗ .
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Proof. It is direct to check that πCa and πC are isomorphisms. Let fa : (X , nZ) →
(X , nZ) be the K{x}-morphism induced by t 7→ t+ atn. Set V (x− t, tn) =: nZC ⊂
X . Then C ∩ nZ = nZC = Ca ∩ nZ = f−1

a (C ∩ nZ). Thus fa restricts to a
morphism fC,a : (Ca, nZC) → (C, nZC). Denote by 0 the closed point of T and
define the K-morphism

fT,a : (T, n · 0)→ (T, n · 0) induced by K{t} → K{t}, t 7→ t+ atn.

We have
fT,a ◦ πCa = πC ◦ fC,a : (Ca, nZC)→ (T, n · 0)

and obtain the commutative diagram

G(X ,nZ)
G(X )

i∗ //

f∗a
��

G(C,nZC)
G(C)

πC∗ //

f∗C,a
��

G(T,n·0)
G(T )

f∗T,a
��

G(X ,nZ)
G(X )

i∗a // G(Ca,nZC)
G(Ca)

πCa∗ // G(T,n·0)
G(T )

.

By Proposition 3.1 we find that f ∗a (resp. f ∗T,a ) induces the identity on the left
hand side (resp. on the right hand side) in the above diagram. This yields the
statement. �

Remark 3.4. Let L be a henselian dvf of geometric type over k with OL the ring
of integers and m the maximal ideal. Recall from [RS21, Def 4.14] that we can
associate a conductor to G which at L is the function cGL : G(L)→ N0 given by (see
(2.2.4) for notation)

cGL(g) = min{n ≥ 0 | g ∈ G(OL,m−n)}.
In the situation of Corollary 3.3, let g ∈ G(X , nZ). The intersections C∩Z = Ca∩Z
are equal to the closed point of X and the intersection multiplicity of C and Ca at
this closed point is ≥ n and the corollary implies that cGL(g|C) = cGLa(g|Ca), where L
(resp. La) is the function field of C (resp. Ca).

In case G = H̃1 (see (2.2.2) for notation), where H1 is the reciprocity sheaf
X 7→ Homcont(π1(X)ab,Q/Z)) (see [RS21, 8.1]), Corollary 3.3 gives back a special
case of an Artin-version of the Brylinski-Kato formula in [Kat89, Theoremm 0.2] (see
also [Bry83, Proposition 4]). It is a special case since in [Kat89] the curves are only
assumed to intersect the divisor Z transversally and have intersection multiplicity
≥ n, but do not need the specific form as in the corollary above; it is the Artin
version, since in [Kat89] the statement is for the Swan conductor whereas cH

1
is

equal to the Artin conductor, by [RS21, Theorem 8.8]. Note that by [RS21] we
can apply Corollary 3.3 also for the (non-log) irregularity of rank one connections
(in char 0), the Artin conductor of lisse Q`-sheaves, the conductor of fppf-torsors
under finite k-group schemes etc. We will prove the Brylinsky-Kato formula in full
generality in [RSb] (without the restriction on the special choice of C and Ca).

3.5. By [BRS22, 4.3] we have a functor

(3.5.1) h�,sp0,Nis : MPSTτ := τ!(MPST)→ CIτ,spNis ,

which is the sheafified and semi-purified maximal cube invariant quotient and is
left-adjoint to the inclusion functor CIτ,spNis →MPSTτ . We set

(3.5.2) γ1G := HomMPST(ω∗Gm, G), G(1) := h�,sp0,Nis(G⊗MPST ω
∗Gm),
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where (ω∗Gm)(X,D) = Gm(X \D). By the above and [BRS22, Lemma 1.9(1)] we
have γ1G, G(1) ∈ CIτ,spNis . 7 Consider the natural pairing on MCor

(3.5.3) HomMPST(ω∗Gm, G)×ω∗Gm → HomMPST(ω∗Gm, G)⊗MPSTω
∗Gm → G,

where the first map is the natural one and the second map is the counit of adjunction.
Since G ∈ CIτ,spNis , this composition induces a pairing

(3.5.4) γ1G× ω∗Gm → (γ1G)(1)→ G.

By [MS, (2.2) and Corollary 2.2] we have for X = (X,D) ∈MCor

(3.5.5) γ1G(X ) =
G(X ⊗ (P1, 0 +∞))

p∗2G(X )
,

where p2 : X ⊗ (P1, 0 +∞) → X is induced by the projection X × P1 → X (Note
that γ1G(X ) is a direct summand of G(X ⊗ (P1, 0 +∞))). For a henselian regular
local k-algebra R of geometric type, (3.5.4) induces the bilinear pairing (cf. (3.0.1))

(3.5.6) γ1G(R)×R× → (γ1G)(1)(R)→ G(R).

By [BRS22, Lemma 5.6] the precomposition of (3.5.6) with the natural mapG(P1
R, 0R+

∞R)×R× → γ1G(R)×R× is given by

(3.5.7) G(P1
R, 0R +∞R)×R× → G(R), (a, f) 7→ δ∗fa− δ∗1a,

where δf : SpecR → SpecR × Gm denotes the graph of the k-morphism f ∈
Hom(SpecR,Gm).

Lemma 3.6. Let (OL,m) be a henselian dvr of geometric type over k. Then the
pairing

(γ1G)(L)× L× (3.5.6)−−−→ G(L)

restricts to a pairing

(γ1G)(OL,m−n)× U (n)
L → G(OL), n ≥ 1,

where U
(n)
L = 1 + mn.

Proof. The choice of a coefficient field K ↪→ OL and a local parameter t ∈ m yields
an isomorphism OL ∼= K{t}. Set T = SpecK{t} and denote by 0 the closed point.

Since any element in U
(n)
L can be written in the form (1 + t + atn)/(1 + t), with

a ∈ K{t}, it suffices to show

(3.6.1) δ∗1+t+atn = δ∗1+t : G((T, n · 0)⊗ (P1, 0 +∞))→ G(T \ 0)

G(T )
.

Write P1 \ {∞} = Spec k[y] and set x = y − 1. Then the henselization of the
local ring of P1

T at (t, x) is identified with K{x, t}. Let X = SpecK{x, t} and
Z = {t = 0} ⊂ X . Then δ1+t+atn is the composition

T
', π−1

Ca−−−−→ Ca
i−→ X → P1

T ,

where we use the notation from Corollary 3.3 and where the last map is the natural
one; for δ1+t the same holds with Ca replaced by C and ia replaced by i. Hence
(3.6.1) follows from this corollary. �

7The notation γ1G is compatible with (2.3.2), in the sense that ω!γ
1G = γ1ω!G, by [MS,

Proposition 2.10].



14 KAY RÜLLING AND SHUJI SAITO

The following is the main result of this section, which will play a key role in the
proof of the Zariski-Nagata purity Theorem 6.8.

Theorem 3.7. Let F ∈ RSCNis and let (OL,m) be a henselian dvr of geometric
type over k. Then (with the notation from 2.2, 2.3) the pairing

F (L)× L× → (F ⊗NST Gm)(L)→ F 〈1〉(L)

induces a pairing

F̃ (OL,m−nL )× U (n)
L → F 〈1〉(OL).

Proof. Consider the diagram

F̃ × ω∗Gm

unit⊗idGm
��

// F̃ (1)

unit(1)
��

γ1(F̃ (1))× ω∗Gm
// (γ1(F̃ (1))(1)

counit
F̃ (1)

// F̃ (1).

where we use the notation from (3.5.2), the horizontal pairings are induced by the
natural map for G ∈MPST:

(3.7.1) G⊗MPST ω
∗Gm → h�,sp0,Nis(G⊗MPST ω

∗Gm) = G(1),

the map counitF̃ (1) is induced by the counit of the adjunction

(−)⊗MPST ω
∗Gm a HomMPST(ω∗Gm,−)

(see (3.5.4)), and the vertical maps are induced by

G
unit−−→ HomMPST(ω∗Gm, G⊗MPST ω

∗Gm)
(3.7.1)−−−→ HomMPST(ω∗Gm, G(1)),

where “unit” denotes the unit of the above adjunction. We claim the diagram
commutes. Indeed for the square this holds by functoriality and for the triangle,
this follows from the fact that the composition

F̃ ⊗ ω∗Gm
unit⊗id−−−−→ Hom(ω∗Gm, F̃ ⊗ ω∗Gm)⊗ ω∗Gm

counit
F̃⊗ω∗Gm−−−−−−−−→ F̃ ⊗ ω∗Gm,

where all ⊗ and Hom are in MPST, is the identity for general reasons, e.g. [Mac71,
IV, Theorem 1]. We have:

(i) F 〈1〉 = ω!(F (1)), by definition [RSY21, 5.21];
(ii) ω!γ

1G = ω! HomMPST(ω∗Gm, G) = HomPST(Gm, ω!G) = γ1ω!G for G ∈
MPST, where the middle equality holds by [MS, Proposition 2.10].

Thus, applying ω! to the diagram above and evaluating on L gives the diagram

F (L)× L× //

��

F 〈1〉(L)

��

γ1(F̃ (1))(L)× L× //
(
γ1(F̃ (1)))(1)

)
(L) // F 〈1〉(L),

where we use the notation (3.0.1) in the bottom line. Hence the statement follows

from Lemma 3.6 with G = F̃ (1) ∈ CIτ,spNis . �
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Remark 3.8. We remark that the pairing (3.5.6) can be trivial. Indeed, e.g., by the

projective bundle formula [BRS22, Theorem 6.3] we have γ1G̃a(R) = H1(P1
R,OP1

R
) =

0, with Ga the additive group. However, the pairing (3.5.6) for G = G̃a(1) is non-

trivial. Indeed, assume char(k) = 0, then G̃a(1) = Ω̃1
−/Z by [BRS22, Theorem 11.1].

And using [RS21, Theorem 6.4] and (3.5.5) we find (for n ≥ 1)

γ1(G̃a(1))(OL,m−n) =
1

tn−1
· OL · dlog(y),

where t is the local parameter of OL and y is the standard coordinate of P1, and
the pairing (3.5.7) is is given by

( 1
tn−1a · dlog(y), f) 7→ 1

tn−1a dlog(f),

which is clearly in Ω1
OL/Z, if f ∈ U (n)

L .

4. Pushforwards with compact supports

In this section k is a perfect field. We fix F ∈ RSCNis. For X ∈ Sm we denote
by FX the restriction of F to XNis.

4.1. Let f : X → Y be a projective morphism in Sm of relative dimension r ∈ Z.
In [BRS22, 9.5] there is constructed a pushforward

(4.1.1) f∗ : Rf∗(γ
bF 〈a+ r〉X)[r]→ γbF 〈a〉Y ,

for all a, b ≥ 0 with a+ r ≥ 0, in D(YNis) the derived category of abelian Nisnevich
sheaves on Y . Recall that the pushforward is essentially given by a Gysin map for
a closed immersion of X into a projective bundle over Y followed by a projective
trace map stemming from the projective bundle formula. By [BRS22, Thm 9.7] this
pushforward has all the expected properties.

4.2. Let ι : Z ↪→ X be a locally closed immersion between separated schemes. For
G a sheaf of abelian groups on ZNis, we define ι!G as the subsheaf of ι∗G on XNis

given on V → X étale by

ι!G(V ) = {s ∈ G(Z ×X V ) | supp(s) is proper over V }.
It follows from [SGA73, Exp. XVII, Prop 6.1.1] that ι!G is a Nisnevich sheaf on X.
If we choose a factorization

(4.2.1) ι : Z
i−→ U

j−→ X,

with i a closed immersion and j an open embedding, it follows directly from the
definition, that we have

ι!G = j!i∗G.

Hence, for V → X étale and v ∈ V a point

ι!G(OhV,v) =

{
G(OhVZ ,v), if v ∈ VZ = V ×X Z,
0, else.

From this formula we see that ι! is exact and furthermore, if κ : W ↪→ Z is another
locally closed immersion with W separated and H is a sheaf on WNis, then there is
a canonical identification

(ικ)!H = ι!κ!H inside (ικ)∗H = ι∗κ∗H.
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Since ι! is an exact functor on the category of abelian Nisnevich sheaves, it extends
to an exact triangulated functor between the derived categories

ι! : D(ZNis)→ D(XNis).

If j : U ↪→ Z is open, then j! is equal to the extension-by-zero functor from [AGV72,
Exp. IV, Prop 11.3.1] which is left adjoint to j−1. The adjunction extends to an
adjunction j! : D(UNis) � D(XNis) : j−1.

Lemma 4.3. For a commutative diagram

(4.3.1) Z ′

g

��

κ // X ′

f
��

Z
ι // X

with f and g proper and ι, κ locally closed immersions, we have a natural equivalence

(4.3.2) ι!g∗
∼−→ f∗κ! : Sh(Z ′Nis)→ Sh(XNis).

Proof. Let V → X be étale and s ∈ ι∗g∗G(V ) = G(V ×X Z ′) = G(V ′ ×X′ Z ′) =
f∗κ∗G(V ) a section, where V ′ = f−1(V ) = V ×X X ′. Assume s ∈ ι!g∗G(V ), i.e.,
viewing s as a section in g∗G(V ×X Z), its support S ⊂ V ×X Z is proper over V .
Viewing s as a section in G(V ×X Z ′), its support is equal to S ′ = S ×Z Z ′. As g is
proper, the composition S ′ ⊂ V ×X Z ′ → V ×X Z → V is also proper. Since this

last map factors as V ×X Z ′ = V ′×X′ Z ′ → V ′
f|V ′−−→ V , we conclude that S ′ is proper

over V ′. This defines the map (4.3.2). On the other hand, if s ∈ f∗κ!G(V ), i.e., S ′

is proper over V ′, then S ′ is also proper over V , as f is proper, whence S is proper
over V as well, i.e., s ∈ ι!g∗G(V ). This shows that (4.3.2) is an isomorphism. �

In (4.3.1), if C is a complex of Nisnevich sheaves on Z ′Nis, choose a K-injective
resolution C → I and a K-injective resolution κ!I → J . We obtain a natural
morphism ι!g∗I → f∗κ!I → f∗J which yields a natural transformation

(4.3.3) ασ : ι!Rg∗ → Rf∗κ! : D(Z ′Nis)→ D(XNis),

where σ denotes the square (4.3.1). It follows directly from the construction that
this transformation is functorial in the following sense: assume given another square
σ′ as (4.3.1):

T ′

h
��

µ // Z ′

g

��
T

λ // Z,

then we have the equality

(4.3.4) ασ◦σ′ = ασ ◦ ασ′ : (ιλ)!Rh∗ → ι!Rg∗µ! → Rf∗(κµ)!,

where σ ◦ σ′ denotes the square obtained by concatenating σ and σ′ in the obvi-
ous way. Furthermore, if ι and κ are closed immersions, (4.3.3) is equal to the
isomorphism ι∗Rg∗ ∼= Rf∗κ∗.

Definition 4.4. Let ι : Z ↪→ X be a locally closed immersion in Sm of pure
codimension c. For a ≥ c and b ≥ 0 we define the Gysin map for Z ↪→ X by

gZ/X : ι!γ
bF 〈a− c〉Z [−c]→ γbF 〈a〉X in D(XNis)
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by choosing a factorization (4.2.1) and defining gZ/X as the composition

j!(i∗γ
bF 〈a− c〉Z [−c]) j!(i∗)−−−→ j!(γ

bF 〈a〉U)
nat−−→ γbF 〈a〉X ,

where i∗ denotes the pushforward from (4.1.1) for f = i and the map “nat” de-
notes the counit of the adjunction j! a j−1. This definition is independent of the
factorization (4.2.1) by Lemma 4.5(1) below.

Lemma 4.5. Let ι : Z ↪→ X be as in Definition 4.4 above.

(1) gZ/X is independent of the choice of the factorization (4.2.1).
(2) Let λ : W → Z be a closed immersion in Sm of pure codimension d and

assume a ≥ c+ d, b ≥ 0. Then the following diagram commutes:

ι!λ∗γ
bF 〈a− d− c〉W [−d− c]

ι!gW/Z // ι!γ
bF 〈a− c〉Z [−d]

gZ/X
��

(ιλ)!γ
bF 〈a− d− c〉W [−d− c]

gW/X // γbF 〈a〉X

.

(3) Let τ : Z ′ → Z be an open immersion and a ≥ c, b ≥ 0. Then the following
diagram commutes:

ι!τ!γ
bF 〈a− c〉Z′ [−c]

gZ′/X //

��

γbF 〈a〉X

ι!γ
bF 〈a− c〉Z [−c]

gZ/X

66
,

where the vertical map is induced by the counit τ!τ
−1 → id.

(4) Assume we have a commutative triangle

P

π
��

Z

κ
>>

ι // X

with π smooth projective of relative dimension n and ι and κ locally closed
immersions of pure codimension c and n+c, respectively. Then the following
diagram commutes for a ≥ c, b ≥ 0

ι!γ
bF 〈a− c〉Z [−c]

gZ/X //

(4.3.3)
��

γbF 〈a〉X

Rπ∗κ!γ
bF 〈a− c〉Z [−c]

gZ/P // Rπ∗γ
bF 〈a+ n〉P [n]

π∗

OO

Proof. In the following we write for short G(n)P := γbF 〈a+ n〉P [n].

(1). Let Z
i′−→ U ′

j′−→ X be another factorization. If j factors through an open
immersion τ : U → U ′, the assertion is reduced to the commutativity of

τ!τ
−1i′∗G(−c)Z

τ!(i∗) //

��

τ!τ
−1G(0)U ′

��
i′∗G(−c)Z

i′∗ // G(0)U ′ ,
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where the vertical maps are induced by τ!τ
−1 → id and we use τ−1i′∗ = i∗ by [BRS22,

Thm 9.7(3)]. Since the top arrow is equal to τ!τ
−1(i′∗), the diagram clearly commutes.

The general case is reduced to the above case by considering the factorization Z →
U1∩U2 → X. To show (2) we can choose the factorization W

iλ−→ U
j−→ X to compute

gW/X . Hence the commutativity of the diagram follows directly from the equality
of pushforwards (iλ)∗ = i∗ ◦ λ∗, which holds by [BRS22, Thm 9.7(2)]. To show (3)
consider the closed immersion i′ : Z ′ → U ′ = U \ (Z \ Z ′) and the open immersion

τU : U ′ → U . We can thus compute gZ′/X using the factorization Z ′
i′−→ U ′

jτU−−→ X.
The following diagram is clearly commutative

j!τU !τ
−1
U i∗G(−c)Z

i∗ //

��

j!τU !τ
−1
U G(0)U //

��

G(0)X

j!i∗G(−c)Z [−c] i∗ // j!G(0)U ,

77

where the vertical maps are induced by the counit τ!τ
−1 → id. Since the pushforward

is compatible with restriction to opens (see [BRS22, Thm 9.7(3)]), the top row in
the diagram is equal to the composition

(jτU i
′)!G(−c)Z′

i′∗−→ (jτU)!G(0)U ′ → G(0)X .

This proves (3). Finally we prove (4). A factorization (4.2.1) induces a diagram
with cartesian square

PU
j′ //

πU
��

P

π

��
Z

i′
>>

i // U
j // X,

with i, i′ closed - and j, j′ open immersions. By (4.3.4) the map (4.3.3) for the
diagram

Z
κ //

=
��

D

π
��

Z
ι // X

is given by

(4.5.1) ι! = j!i∗ = j!RπU∗i
′
∗ → Rπ∗j

′
!i
′
∗ = Rπ∗κ!,

where the middle map is by adjunction induced from the natural isomorphism

RπU∗
'−→ j−1Rπ∗j

′
! . Consider the following diagram

j!i∗G(−c)Z
i∗ // j!G(0)U // G(0)X

j!RπU∗i
′
∗G(−c)Z

��

i′∗ // j!RπU∗G(n)PU

πU∗

OO

//

��

Rπ∗G(n)P

π∗

OO

Rπ∗j
′
!i
′
∗G(−c)Z

i′∗ // Rπ∗j
′
!G(n)PU

// Rπ∗G(n)P .

The square in the top left corner commutes by functoriality of the pushforward
(see [BRS22, Thm 9.7(2)]); the square on the top right corner commutes since
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πU∗ = j−1(π∗) (see [BRS22, Thm 9.7(3)]); the other squares clearly commute. Thus
the big outer square commutes which yields the statement. �

Definition 4.6. Let f : X → Y be a quasi-projective morphism in Sm of pure
relative dimension r ∈ Z. We fix a compactification

(4.6.1) f : X
j−→ X

f−→ Y,

where j is a dense open immersion and f is projective. For a ≥ 0 with a + r ≥ 0
and b ≥ 0 we define a pushforward

(f, j)∗ : Rf ∗j!γ
bF 〈a+ r〉X [r]→ γbF 〈a〉Y

as follows: choose a factorization

(4.6.2) f : X
i−→ P

p−→ Y,

with i a closed immersion and p projective smooth of relative dimension n. Then
(f, j)∗ is defined as the composition

(4.6.3) (f, j)∗ : Rf ∗j!γ
bF 〈a+ r〉X [r] = Rp∗ι!γ

bF 〈a+ r〉X [r]
gX/P−−−→ Rp∗γ

bF 〈a+ n〉P [n]
p∗−→ γbF 〈a〉Y ,

where ι = i ◦ j : X ↪→ P denotes the immersion, gX/P denotes the associated Gysin
map from 4.4, and the map p∗ is the pushforward recalled in 4.1. By Lemma 4.7
below (f, j)∗ does not depend on the choice (4.6.2), however it might depend on the
choice (4.6.1).

Lemma 4.7. Assumptions as in Definition 4.6.

(1) The map (f, j)∗ is independent of the choice of the factorization (4.6.2).
(2) Assume j factors as a composition of open immersions

X
τ−→ X ′

j′−→ X.

Then the following diagram commutes:

Rf ∗j!γ
bF 〈a+ r〉X [r]

(f,j)∗ //

��

γbF 〈a〉Y

Rf ∗j
′
!γ
bF 〈a+ r〉X′ [r],

(f,j′)∗

66

where the vertical map is induced by the natural transformation

j!τ
−1 = j′!τ!τ

−1 → j′! .

(3) Assume given a commutative diagram

X ′
j′ //

g

��

X ′
f ′ //

g
��

Y

X
j // X

f

??

with X,X ′, Y ∈ Sm, j, j′ dense open immersions and g, g, f , f ′ projective.
Set s = dimX ′−dimX. Assume a ≥ max{0,−r,−r−s}. Then the following
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diagram commutes

Rf ∗j!Rg∗γ
bF 〈a+ r + s〉X′ [r + s]

g∗ //

(4.3.3)
��

Rf ∗j!γ
bF 〈a+ r〉X [r]

(f,j)∗
��

Rf ′∗j
′
!γ
bF 〈a+ r + s〉X′ [r + s]

(f ′,j′)∗ // γbF 〈a〉Y ,

where g∗ is the pushforward from (4.1.1).

Proof. In the proof we set

G(m)P := γbF 〈a+m〉P [m].

(1). Let X
iP−→ P

p−→ Y , and X
iQ−→ Q

q−→ Y , be two factorizations of f with iP and iQ
closed immersions and p and q smooth projective morphisms of relative dimension
m and n, respectively. We obtain the following commutative diagram

P
p

  
X

j // X

iP

>>

iQ   

// PQ

πP

OO

πQ

��

% // Y,

Q

q

>>

with PQ = P ×Y Q and πP , πQ the projections. This yields a diagram

Rp∗G(m)P
p∗

''
Rf ∗j!G(r)X

gX/P
66

gX/PQ//

gX/Q ((

R%∗G(m+ n)PQ

πP∗

OO

πQ∗

��

G(0)Y .

Rq∗G(n)Q

q∗

77

The big triangle on the right hand side commutes by the functoriality of the push-
forward, see [BRS22, Thm 9.7(2)] and the two small triangles on the left hand side
commute by Lemma 4.5(4). This implies the statement.

(2) follows from (1) and Lemma 4.5(3). Finally (3). We choose a factorization
X ′ → P ′ → Y of f ′ as in (4.6.2). After replacing P ′ by P ×Y P ′ we obtain a
commutative diagram

X ′

g

��

� � i′ //

h

  

U ′

πU
��

� � k′ // P ′

π
��

p′ // Y

X �
� i // U �

� k // P

p

>>

,

where p, p′, π, πU are smooth projective, k, k′ are open immersions, i, i′ are closed
immersions, the square in the middle is cartesian, h = πU i

′ = ig, and f ′j′ = p′k′i′,
fj = pki. Let r, s, n, and n′ be the relative dimensions of f , g, p, and p′, respectively,
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and set t := r + s. Consider the following diagram

Rp∗k!i∗G(r)X
i∗ // Rp∗k!G(n)U

nat // Rp∗G(n)P
p∗ // G(0)Y

Rp∗k!Rh∗G(t)X′

g∗

OO

i′∗ //

(4.3.3)

��

Rp∗k!RπU∗G(n′)U ′
nat //

(4.3.3)

��

πU∗

OO

Rp∗Rπ∗G(n′)P ′
p′∗

77
π∗

OO

Rp∗Rπ∗k
′
!i
′
∗G(t)X′

i′∗ // Rp∗Rπ∗k
′
!G(n′)U ′ .

nat

55

The top left square and the top right triangle commute by functoriality of the
pushforward (see [BRS22, Thm 9.7(2)]); the square in the middle of the top row
commutes since πU∗ = k−1(π∗) (compatibility of the pushforward with restriction
along smooth maps, see [BRS22, Thm 9.7(3)]); the bottom row of the diagram clearly
commutes. Thus the whole diagram commutes. Noting Rp∗k!Rh∗ = Rf ∗j!Rg∗, this

yields the statement in view of the definition of (f, j)∗ and (f
′
, j′)∗ and (4.3.4). �

5. Recollections on Paršin chains, higher local rings, and
cohomology

In this section we recall some definitions and results from [KS86, (1.6)]. Let X be
a reduced noetherian separated scheme of dimension d <∞, such that X(d) = X(0).
For U → X étale and a subscheme T ⊂ X, we write UT = U ×X T .

5.1. For x, y ∈ X we write

y < x :⇐⇒ {y} ( {x}, i.e., y ∈ {x} and y 6= x.

A chain on X is a sequence

(5.1.1) x = (x0, . . . , xn) with x0 < x1 < . . . < xn.

The chain x is a maximal Paršin chain (of just a maximal chain) if n = d and

xi ∈ X(i). Note that the assumptions on X imply xi ∈ {xi+1}
(1)

. We denote

c(X) = {chains on X} and mc(X) = {maximal chains on X}.
Let 0 ≤ r ≤ d. A maximal chain with break at r is a chain (5.1.1) with n = d− 1

and xi ∈ X(i), for i < r, and xi ∈ X(i+1), for i ≥ r. We denote

mcr(X) = {maximal chain with break at r on X}.
For x = (x0, . . . , xd−1) ∈ mcr(X), we denote by b(x) the set of y ∈ X(r) such that

(5.1.2) x(y) := (x0, . . . , xr−1, y, xr, . . . , xd−1) ∈ mc(X).

Note that b(x) depends only on xr and xr−1.

5.2. Let S ⊂ X be a finite subset contained in an affine open neighborhood of X.
A strict Nisnevich neighborhood of S is an étale map u : U → X such that U is
affine, the base change u−1(S) → S of u is an isomorphism, and every connected
component of U intersects u−1(S). If U → X and V → X are two strict Nisnevich
neighborhoods of S there is at most one X-morphism U → V , by [SGA03, Exposé, I,
Corollaire 5.4]. By taking a representative for each isomorphism class the category
of strict Nisnevich neighborhoods of S in X with morphisms the X-morphisms,
therefore gives rise to a filtered set.
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Let x = (x0, . . . , xn) be a chain on X. A strict Nisnevich neighborhood of x is a
sequence of maps

U = (Un → . . .→ U1 → U0 → X =: U−1),

such that Ui → Ui−1 is a strict Nisnevich neighborhood of Ui−1,xi for all i = 0, . . . , n.
A morphism V → U between two strict Nisnevich neighborhoods of x consists of a
collection of a Ui−1-morphism Vi → Ui for each i ≥ 0. There is again at most one
such morphism. Given two such neighborhoods U and V of x we can form a new
neighborhood U ×X V . As above we obtain a filtered set

N(x) := {strict Nisnevich neighborhoods of x}.

Assume x ∈ mcr(X) and y ∈ b(x). Then we have a map of filtered sets

(5.2.1) N(x)→ N(x(y))

given by

(Ud−1
ud−1−−→ . . .

u0−→ X) 7→ (Ud−1
ud−1−−→ . . .

ur−→ Ur−1
id−→ Ur−1

ur−1−−→ . . .
u0−→ X).

Let F be a presheaf of abelian groups on XNis and x = (x0, . . . , xn) ∈ c(X). The
Nisnevich stalk of F at x is defined to be

F h
x := lim−→

U=(Un→...→X)∈N(x)

F (Un).

Note that for x ∈ mcr(X) and y ∈ b(x) the map (5.2.1) induces a natural map

(5.2.2) ιy : F h
x → F h

x(y).

For x = (x0, . . . , xn) ∈ c(X), write OhX,x = F h
x with F = O and Kh

X,x = Frac(OhX,x).
By Lemma 5.3 below, OhX,x is a finite product of henselian local rings and Kh

X,x is a

finite product of fields. If xn ∈ X(d), then OhX,x = Kh
X,x. Otherwise, we have

Kh
X,x =

∏
η∈X(d),η>xn

OhX,(x,η).

For x ∈ mcr(X) and y ∈ b(x) we have by (5.2.2) natural maps

Kh
X,x → Kh

X,x(y), for r < d and OhX,x → Kh
X,x(y) = Frac(OhX,x), for r = d.

Lemma 5.3. For x = (x0, . . . , xn) ∈ c(X) we have OhX,x = Rn, where

R0 = OhX,x0 and Ri =
∏
p∈Ti

Rh
i−1,p, i ≥ 1,

with Ti = SpecRi−1 ×X {xi} the finite set of prime ideals in Ri−1 lying over the
prime ideal in OX,x0 corresponding to xi.

Proof. The finiteness of the Ti holds by [Gro67, Théorème (18.6.9)]. Set xi =
(x0, . . . , xi). As in (5.2.1) we obtain maps N(x0) → N(x1) → . . . → N(xn). The
equality OhX,x = Rn then follows from

lim−→
U∈N(x)

O(Un) = lim−→
V0∈N(x0)

lim−→
V1∈N(x1)/V0

. . . lim−→
U∈N(xn)/Vn−1

O(Un).

�
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5.4. Let F be an abelian Nisnevich sheaf on X. For a finite subset S ⊂ X we write
H i
S(XNis, F ) = lim−→S⊂V⊂X H

i
S∩V (VNis, F ), where the colimit is over all open subsets

V of X containing S and S denotes the closure of S in X.
Let x = (x0, . . . , xn) ∈ c(X). We set

H i
x(X,F ) := lim−→

U=(Un→...→X)∈N(x)

H i
Un,xn

(Un,Nis, F ).

Assume xn−1 ∈ {xn}
(1)

and write x′ = (x0, . . . , xn−1). We define a map

(5.4.1) δx : H i
x(X,F )→ H i+1

x′ (X,F )

as follows: set y := xn and x := xn−1. For U = (Un → . . . → U0 → X) ∈ N(x),
set V := Un, U := Un−1, and set U(x) := U ×X SpecOX,x and define δU as the
composition (we drop the index “Nis” everywhere)

δU : H i
Vy(V, F ) ∼= H i

U{y}\Ux
(U(x) \ Ux, F )

δ−→ H i+1
Ux

(U(x), F ) ∼= H i+1
Ux

(U, F ),

where the first isomorphism is Nisnevich excision plus {y} = {x, y} ⊂ SpecOX,x, δ
is the connecting homomorphism from the long exact localization sequence, and the
last isomorphism is again excision. Then δx = lim−→U∈N(x)

δU .

Let x = (x0, . . . , xd) ∈ mc(X). As in [KS86, Definition 1.6.2(5)] we define

(5.4.2) cx := sx0 ◦ cx,0 : F (Kh
X,x) := F h

x → Hd(XNis, F ),

where sx0 : Hd
x0

(XNis, F ) → Hd(XNis, F ) is the forget-support-map and cx,0 is the
composition

(5.4.3) cx,0 : F h
x = H0

(x0,...,xd)(XNis, F )
δ(x0,...,xd)−−−−−→ H1

(x0,...xd−1)(XNis, F )
δ(x0,...xd−1)−−−−−−−→ . . .

. . .
δ(x0,x1)−−−−→ Hd

x0
(XNis, F ).

Note that for x ∈ mcd(X), the composition

(5.4.4) F h
x

ιy−→ F h
x(y)

δx(y)−−→ H1
x(XNis, F )

is zero, so that cx(y) ◦ ιy = 0 for all y ∈ b(x).

Proposition 5.5 ([KS86, Lemma 1.6.3]). Let F be an abelian Nisnevich sheaf on
X. Then for any abelian group A the map

Φ : Hom(Hd(XNis, F ), A)→
∏

x∈mc(X)

Hom(F h
x , A), α 7→ (α ◦ cx)x∈mc(X),

is injective. Furthermore, the image of Φ consists of those tuples (χx)x∈mc(X) satis-
fying the following condition: for any r ∈ {0, . . . , d}, x ∈ mcr(X), y ∈ b(x) and for
any a ∈ F h

x , we have χx(y)(ιy(a)) = 0 for almost all y ∈ b(x), and∑
y∈b(x)

χx(y)(ιy(a)) = 0.



24 KAY RÜLLING AND SHUJI SAITO

6. Reciprocity Pairings and Zariski-Nagata Purity

In this section k is perfect. We fix F ∈ RSCNis and set F̃ = τ!ω
CIF ∈ CIτ,spNis , see

(2.2.2).

Definition 6.1. Let X be a reduced separated scheme of finite type over a function
field K over k and let D ⊂ X be a closed subscheme, such that U = X \D is regular
(in this case U is also pro-smooth over k). We define

Fgen(X,D) := Ker

F (U)→
⊕

x∈X̃(1)∩ν−1(D)

F (X̃h
x \ x)

F̃ (X̃h
x , D

h
x)

 ,

where ν : X̃ → X is the normalization, X̃h
x = SpecOh

X̃,x
, and Dh

x = D ×X̃ X̃h
x .

The aim of this section is to show that if X is smooth and projective over K

and Dred is a SNCD on X, then Fgen(X,D) = F̃ (X,D), i.e., the modulus of an
element a ∈ F (U) is determined by the local modulus (or the motivic conductor
in the language of [RS21]) at the 1-codimensional points of X. If the support of
D is smooth, this also follows from [Sai20, Corollary 8.6(2)] and if D is reduced,
it follows from [Sai, Theorem 2.3]. The proof of the general case given here is
completely different.

Lemma 6.2. Let X and Y be separated and finite type schemes over (maybe differ-
ent) function fields over k and let f : Y → X be a flat morphism. Let D ⊂ X be a
closed subscheme such that U = X \D and V = Y \ f−1(D) are regular. Then the
pullback f ∗ : F (U)→ F (V ) induces a morphism

f ∗ : Fgen(X,D)→ Fgen(Y, f−1(D)).

Proof. Let y ∈ Y (1) and x = f(y). Since f is flat we have dimOY,y = dimOX,x +
dim(OY,y/mxOY,y). Thus a 1-codimensional point in Y can only be mapped to a 0-
or 1-codimensional point in X. The statement follows. �

6.3. Let X be a k-scheme. We denote by KM
r,X (r ≥ 0) the Nisnevich sheafification

of the improved Milnor K-theory from [Ker10]. Let D ⊂ X be a closed subscheme
and denote by j : U := X \ D ↪→ X (resp. i : D ↪→ X) the corresponding open
(resp. closed) immersion. We consider the following Nisnevich sheaves for r ≥ 1

Vr,X|D := Im(O×X|D ⊗Z K
M
r−1,X → KM

r,X) with O×X|D := Ker(O×X → i∗O×D).

Note V1,X|D = O×X|D. Let I ⊂ OX denote the ideal sheaf of D ↪→ X. In [KS86,

(1.3)] the sheaf KM
r (OX , I) = Ker(KM

r,X → KM
r,D) is considered. The inclusion

Vr,X|D ⊂ KM
r (OX , I) is an equality for r = 1 and for r ≥ 2 it induces an equality

between the Nisnevich stalks at points x ∈ X with infinite residue field (this follows
from [KS86, Lemma 1.3.1] and [Ker10, Proposition 10(5)]). In particular, if X has
dimension d, Grothendieck-Nisnevich vanishing implies that the natural map

(6.3.1) Hd(XNis, Vd,X|D)
'−→ Hd(XNis, K

M
d (OX , I))

is an isomorphism. Now assume X is of finite type and pure dimension d over k.
Let U ⊂ X be a regular dense open subscheme. For x ∈ U(0) the Gersten resolution
([Ker10, Proposition 10(8)]) yields an isomorphism

(6.3.2) θx : Z '−→ Hd
x(UNis, K

M
d,U) ∼= Hd

x(XNis, Vd,X|D).
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By [KS86, Theorem 2.5] and (6.3.1), we obtain a surjective map

(6.3.3) θ =
∑
x

θx : Z0(U) =
⊕
x∈U(0)

Z→→ Hd(XNis, Vd,X|D).

Proposition 6.4 ([RS23]). Let the notation be as above and assume additionally
that X is smooth of pure dimension d and that the support of D is a simple normal
crossing divisor. Then (6.3.3) factors to give a surjective map

CH0(X|D)→→ Hd(XNis, Vd,X|D).

Here, CH0(X|D) is the Chow group of zero-cycles with modulus introduced in [KS16],
see the introduction.

6.5. Let U → S be a quasi-projective dominant morphism in Sm, with U and S
integral. Set d = dimU − dimS. We fix a compactification

U
j−→ X

f−→ S

with j a dense open immersion, f projective, and X integral. There is a natural
map of abelian Nisnevich sheaves on U (see 2.3(3))

(6.5.1) FU ⊗Z K
M
d,U

nat.−−→ (F ⊗NST K
M
d )U → F 〈d〉U

inducing

KM
d,U → HomSh(UNis)

(FU , F 〈d〉U) = j−1 HomSh(XNis)
(j∗FU , j!F 〈d〉U).

By adjunction we obtain the following morphism in Sh(XNis)

(6.5.2) j∗FU ⊗Z j!K
M
d,U → j!F 〈d〉U .

We define the pairing

(6.5.3) (−,−)U⊂X/S : F (U)⊗Z H
d(XNis, j!K

M
d,U)→ F (S)

as the composition:

F (U)⊗Z H
d(XNis, j!K

M
d,U)→ Hd(XNis, j∗FU ⊗Z j!K

M
d,U)

(6.5.2)−−−→ Hd(XNis, j!F 〈d〉U)
(f,j)∗−−−→ F (S),

where (f, j)∗ is the pushforward from Definition 4.6 and the first map sends a ∈ F (U)
and β ∈ Hd(XNis, j!K

M
d,U) corresponding to maps a : ZX → j∗FU and β : ZX →

j!K
M
d,U [d] in D(XNis), respectively, to a⊗ β : ZX → (j∗FU ⊗Z j!K

M
d,U)[d].

Lemma 6.6. Let the assumptions be as above. Let Z ⊂ U be an integral closed
subscheme which is finite and surjective over S. By abuse of notation, we also denote
by Z the finite correspondence in Cor(S, U) defined by the image of the natural map
Z → S × U and we denote by [Z] the image of 1 ∈ Z under the following map

Z θZ ,'−−−→ Hd
Z(UNis, K

M
d,U) = Hd

Z(XNis, j!K
M
d,U)→ Hd(XNis, j!K

M
d,U),

where the isomorphism θZ is induced by the Gersten resolution, noting codimU(Z) =
d. Then for a ∈ F (U)

(a, [Z])U⊂X/S = Z∗a in F (S).

If Z is furthermore smooth and we denote by i : Z ↪→ U the closed immersion and
g : Z → S the finite and surjective map, then

(6.6.1) (a, [Z])U⊂X/S = g∗i
∗a,
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with g∗ as in (4.1.1).

Proof. Since the restriction map F (S)→ F (V ) is injective for a dense open V ⊂ S
(see [Sai20, Theorem 3.1]), we can shrink S around its generic point and therefore
may assume that Z is smooth. Let Γi ∈ Cor(Z,U) and Γtg ∈ Cor(S,Z) be the
(transpose of the) graph of i and g from the second part of the statement, respec-
tively. We have

Z∗a = (Γi ◦ Γtg)
∗a = (Γtg)

∗Γ∗i a = g∗i
∗a,

where for the last equality we use that g∗ : F (Z) → F (S) from (4.1.1) is equal to
(Γtg)

∗ by [BRS22, Proposition 8.10(3)]. Thus it remains to show (6.6.1). To this
end, consider the diagram

F (U)
∪θZ(1)

//

i∗

��

Hd
Z(UNis, F 〈d〉)

��
F (Z)

iZ∗
77

g∗
''

Hd(XNis, j!F 〈d〉U)

(f,j)∗
��

F (S)

where iZ∗ is induced by Hd
Z of the map (4.1.1), where f = i, r = −d, a = d, b = 0,

and ∪θZ(1) is induced by the pairing

F (U)×Hd
Z(UNis, K

M
d,U)→ Hd

Z(UNis, F 〈d〉U).

Since by definition iZ∗ is induced by the Gysin map from [BRS22, 7.4], the top
triangle commutes by Theorem 7.11 of loc. cit. The lower triangle is commutative
by Lemma 4.7(3). The equality (6.6.1) follows from this. �

Proposition 6.7. Let K be a function field over k. Let X be a reduced and projective
K-scheme of pure dimension d and D ⊂ X a nowhere dense closed subscheme, such
that U = X \ D is regular. Denote by j : U ↪→ X the open immersion. Then the
natural map Hd(XNis, j!K

M
d,U)→ Hd(XNis, Vd,X|D) is surjective (see 6.3 for notation)

and there is a unique pairing

(6.7.1) (−,−)(X,D)/K : Fgen(X,D)⊗Hd(XNis, Vd,X|D)→ F (K)

such that the following diagram commutes

F (U)
(6.5.3)

// Hom(Hd(XNis, j!K
M
d,U), F (K))

Fgen(X,D)
?�

OO

(6.7.1)
// Hom(Hd(XNis, Vd,X|D), F (K)).

?�

OO

Proof. Since Vd,X|D/j!K
M
d,U has support in |D|, we see Hd(XNis, Vd,X|D/j!K

M
d,U) = 0,

whence the surjectivity of the natural map

(6.7.2) Hd(XNis, j!K
M
d,U)→→ Hd(XNis, Vd,X|D).

To show the existence of the pairing (6.7.1), we first reduce to the case where X

is normal. Let ν : X̃ → X be the normalization and denote by j̃ : U ↪→ X̃ the
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induced open immersion. We obtain a diagram of solid arrows

Fgen(X,D) // Hd(XNis, j!K
M
d,U)∨

'
��

Hd(XNis, Vd,X|D)∨? _oo

Fgen(X̃, ν−1D) //
22

Hd(X̃Nis, j̃!K
M
d,U)∨ Hd(X̃Nis, Vd,X̃|ν−1D)∨? _oo

(ν∗)∨

OO

where (−)∨ = Hom(−, F (K)), the top and bottom horizontal maps on the left are
induced by the pairing (6.5.3), the horizontal injections on the right by (6.7.2), and
the vertical isomorphism in the middle by j!

∼= ν∗j̃!, see (4.3.2). It is direct to check

that the diagram commutes. Assume the statement is proven for (X̃, ν−1D). Then
the dashed arrow in the diagram exists, which induces the desired pairing for (X,D).

From now on we assume that X is normal and integral. Let a ∈ Fgen(X,D) ⊂
F (U) and denote by χa ∈ Hom(Hd(XNis, j!K

M
d,U), F (K)) the image of a under the

pairing (6.5.3). For x ∈ mc(X), set (see (5.2) for notation)

χa,x := χa ◦ cx ∈ Hom(KM
d (Kh

X,x), F (K)),

where cx is the map (5.4.2). Note that for all x ∈ mc(X) ∪
⋃d−1
r=0 mcr(X), we have

(Vd,X|D)hx = (j!K
M
d,U)hx = KM

d (Kh
X,x).

Thus by Proposition 5.5 the map χa lies in the image of

Hom(Hd(XNis, Vd,X|D), F (K)) ↪→ Hom(Hd(XNis, j!K
M
d,U), F (K))

if the following composition vanishes for all x ∈ mcd(X):

(6.7.3) (Vd,X|D)hx
ιη (5.2.2)−−−−−→ (Vd,X|D)hx(η) = KM

d (Kh
X,x(η))

χa,x(η)−−−−→ F (K),

where η ∈ X is the generic point. Let x ∈ mcd(X) and set y := x(η). By the

normality of X and Lemma 5.3, the ring OhX,x is a finite product of henselian dvr’s

of geometric type over k and Kh
X,y = Frac(OhX,x). Let ay ∈ F (Kh

X,y) be the restriction

of a. By definition the map χa,y is equal to the composition

(6.7.4) KM
d (Kh

X,y)
∪ay
−→ F 〈d〉(Kh

X,y)
cy
−→ Hd(XNis, j!F 〈d〉U)

(f,j)∗−→ F (K),

where the first map is induced by the restriction ay of a via the pairing (6.5.2)

F (Kh
X,y)⊗KM

d (Kh
X,y)→ F 〈d〉(Kh

X,y).

In fact in this description of χa,y, we use that the following diagram commutes

(6.7.5) F (U)⊗KM
d (Kh

X,y)
id⊗cy

//

∪
��

H0(XNis, j∗FU)⊗Hd(XNis, j!K
M
d,U)

∪
��

F 〈d〉(Kh
X,y)

cy
// Hd(XNis, j!F 〈d〉U)

which follows from the compatibility of the cup product with the boundary maps
in long exact sequences, e.g., [Swa99, Corollary 3.7]. Since X is normal, we find a
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regular open subset V ⊂ X which contains U and X(1); let j′ : V → X be the open
immersion. By Lemma 4.7(2), we have a commutative diagram

F (d)(Kh
X,y)

cy
//

cy ((

Hd(XNis, j!F 〈d〉U)
(f,j)∗ //

��

F (K)

Hd(XNis, j
′
!F 〈d〉V ).

(f,j′)∗

77

Since X(1) ⊂ V we have (j′!F 〈d〉V )x = F 〈d〉(OhX,x), and hence the lower cy annihilates

F 〈d〉(OhX,x), see (5.4.4). Thus to show the vanishing of (6.7.3), it suffices to show
that the image of the composition

Fgen(OhX,x, I−1
x )⊗ Vd,X|D,x → F (Kh

X,y)⊗KM
d (Kh

X,y)
(6.5.1)−−−→ F 〈d〉(Kh

X,y)

lies in F 〈d〉(OhX,x), where Ix ⊂ OhX,x denotes the ideal of D around x and we use

the notation from (2.2.4). Since Fgen(OhX,x, I−1
x ) = F̃ (OhX,x, I−1

x ) by definition, the
image of the above composition is equal to the image of the following composition

(F̃ (OhX,x, I−1
x )⊗O×X|D,x)⊗K

M
d−1(OhX,x)→ F 〈1〉(Kh

X,y)⊗KM
d−1(OhX,x)→ F 〈d〉(Kh

X,y).

Hence the desired assertion follows from Theorem 3.7. �

Theorem 6.8. Let F ∈ RSCNis. Let X be a smooth projective k-scheme of pure
dimension d and D an effective Cartier divisor on X, such that its support |D| is
SNCD. Denote by j : U = X \ |D| ↪→ X the open immersion. For a ∈ F (U), the
following conditions are equivalent:

(i) a ∈ F̃ (X,D);
(ii) a ∈ Fgen(X,D);

(iii) for any function field K over k, the map

(aK ,−)UK⊂XK/K : Hd(XK,Nis, j!K
M
d,UK

)→ F (K)

induced by the pairing (6.5.3) (with aK ∈ F (UK) the pullback of a) factors
through Hd(XK,Nis, Vd,XK |DK ).

Proof. The implication (i)⇒(ii) is obvious. If a ∈ Fgen(X,D), then Lemma 6.2
implies aK ∈ Fgen(XK , DK). Thus (ii)⇒(iii) follows from Proposition 6.7. Assume
(iii) holds. We have to show that this implies (i), i.e., that the Yoneda map a :
Ztr(U) → F factors through the quotient map q : Ztr(U) → h0(X,D) in PST, see
2.2. This means that we have to show that a(S) : Ztr(U)(S)→ F (S) factors through
q(S), for any S ∈ Sm. If S is connected with function field K, then F (S)→ F (K)
is injective by [Sai20, Theorem 3.1]. Hence it suffices to show the claim in case
S = SpecK. By [BS19, Theorem 3.3] we have a commutative diagram in which the
vertical maps are canonical isomorphisms

(6.8.1) Ztr(U)(K)
q(K)

// h0(X,D)(K)

'
��

Z0(UK)
π // CH0(XK |DK).

where CH0(XK |DK) is the Chow group of zero-cycles with modulus introduced in
the introduction. Thus we are reduced to show the following.

Claim 6.8.1. a(K) : Z0(UK) = Ztr(U)(K)→ F (K) factors via π from (6.8.1).
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By Lemma 6.6 we have a commutative diagram

F (U)
ρK //

'
��

Hom(Hd(XK,Nis, j!K
M
d,UK

)), F (K))

γ

��
HomPST(Ztr(U), F )

β // Hom(Ztr(U)(K), F (K))

where ρK is induced by (6.5.3), β is the evaluation map, and γ is induced by
(6.8.2)

Ztr(U)(K) =
⊕

z∈(UK)(0)

Z (6.3.2)−−−→
'

⊕
z∈(UK)(0)

Hd
z (UK,Nis, K

M
d,U)

∑
−→ Hd(XK,Nis, j!K

M
d,UK

).

By the diagram we have a(K) = γ(ρK(a)) = (aK ,−)UK⊂XK/K ◦ (6.8.2). Moreover,
by (6.8.1) and Proposition 6.4, the composite of (6.8.2) with the natural map

Hd(XK,Nis, j!K
M
d,UK

))→ Hd(XK,Nis, Vd,XK |DK )

factors as

Ztr(U)(K)
q(K)−→ h0(X,D)(K) ' CH0(XK |DK)→ Hd(XK,Nis, Vd,XK |DK ).

Thus the condition (iii) implies Claim 6.8.1. This completes the proof. �

Examples and Remarks 6.9.

(1) Let F be the reciprocity sheaf given by

F (X) = Homcts(π
ét
1 (X),Q/Z), X ∈ Sm,

see [RS21, 8] for the fact that this is a reciprocity sheaf. Set πét,ab
1 (X,D) :=

Hom(F̃ (X,D),Q/Z), cf. [KS16, Definition 2.9]. Let (X,D) be as in Theorem
6.8 and assume that k is a finite field. Then F (k) ∼= Q/Z and the pairing
(−,−)(X,D)/K induces a morphism

Hd(XNis, Vd,X|D)→ πét,ab
1 (X,D).

Taking the inverse limit over multiples of D we obtain the reciprocity map
constructed in [KS86, (3.7)]. (Actually in loc. cit. the case where k is a
number field is considered, which requires some additional attention to the
places at infinity.) Composing with the cycle map from Proposition 6.4 yields
the reciprocity map

CH0(X|D)→ πét,ab
1 (X,D),

from [KS16, Proposition 3.2]. (But in loc. cit. only X \ |D| is assumed to
be smooth.) Finally we note that in the special case at hand and in view of
[GK22, Theorem 7.16], Proposition 6.7 essentially reproves [GK22, Theorem
1.2]. In fact, in loc. cit. X is just assumed to be of finite type instead of
being projective. However, if X is at least quasi-projective we can construct
a pairing as in Proposition 6.7 by considering projective compactifications
of (X,D). Also note that the paring in loc. cit. is constructed only over a
finite field.

(2) Assume char(k) = 0 and let (X,D) be as in Theorem 6.8. Denote by
Conn1

abs(X) the group of isomorphism classes of absolute rank one connec-
tions on X relative to k. (“Absolute” refers to the fact that the connection
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has values in absolute differentials, ∇ : L → L ⊗OX Ω1
X/Z.) This defines a

reciprocity sheaf, cf. [RS21, 6.10]. Theorem 6.8.1 yields a pairing

C̃onn
1

abs(X,D)⊗Hd(XNis, Vd,X|D)→ Conn1
abs(k).

By construction and (an absolute version of) [RS21, Theorem 6.11], this
pairing is a higher-dimensional version of the pairing constructed in [BE01,
4.] in the case X is a curve, i.e., d = 1.

(3) Assume char(k) = p > 0. For j ≥ 1 and X ∈ Sm consider

Hj
pn(X) := H0(X,Rjε∗Z/pn(j − 1)) = H0(X,R1ε∗WnΩj−1

X,log),

where ε : Xét → XNis is the natural change of sites morphism, WnΩj−1
X,log

denotes the subsheaf of the de Rham-Witt differentials WnΩj−1
X generated

locally by log-forms (see [Ill79]), and Z/pn(j−1) denotes the mod-pn-motivic
complex of weight j − 1. The last equality above holds by [GL00, Theorem
8.3]. In fact we have

Hj
pn = Coker(WnΩj−1 F−R−−−→ WnΩj−1/dV n−1Ωj−1).

Since RSCNis is an abelian category by [Sai20, Theorem 0.1] it follows that
Hj
pn is a reciprocity sheaf.
Let (X,D) be as in Theorem 6.8. By [Izh91] (see also [GL00, Theo-

rem 8.1]) and the Gersten resolution [Ker10, Proposition 10(8)], KM
d,X is

p-torsion free, hence so is Vd,X|D. Grothendieck-Nisnevich vanishing yields
Hd(XNis, Vd,X|D)/pn = Hd(XNis, Vd,X|D/p

n). Thus for every function field
K/k, Theorem 6.8 yields a pairing

H̃j
pn(XK , DK)⊗Hd(XK,Nis, Vd,XK |DK/p

n)→ Hj
pn(K),

which induces a pairing, for all j ≥ 1

Hj
pn(UK)× lim←−

r

Hd(XK,Nis, Vd,XK |rDK/p
n)→ Hj

pn(K).

This should be compared to [JSZ18, Theorem 2] and [GK, Theorem 1.1]
where similar pairings are constructed in different cohomological degrees.
Note that the filtrations on Hj(Uét,Z/pn(j − 1)) used there to define the
pairings are more ad hoc and only well-behaved in the colimit.

By [Sai20, Corollary 8.6] we have F̃ (X,D) = Fgen(X,D), for any (X,D) ∈MCor
with X and |D| ∈ Sm. The following corollary of Theorem 6.8 generalizes this
result to the case where |D| is only SNCD - at least under a mild extra assumption.
Recall from [KMSY21a, Definition 1.8.1], that a compactification of a modulus pair
(X,D) ∈ MCor is a proper modulus pair (X,D + B) ∈ MCor with effective
Cartier divisors D and B, such that there is a dense open immersion j : X ↪→ X
with j(X) = X \ |B| and D = j∗D. A compactification of (X,D) always exists.

Corollary 6.10. Assume F has level n ≥ 0 (see Definition 1.3) and resolutions of
singularities hold over k in dimension ≤ n (see Theorem 1.4). Let (X,D) ∈MCor
and U = X \ |D|. Let a ∈ F (U). The following statements are equivalent:

(i) a ∈ F̃ (X,D);

(ii) h∗a ∈ F̃ (Z, h∗D), for all k-morphisms h : Z → X with dim(Z) ≤ n, such
that h−1(U) is smooth and non-empty;
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(iii) h∗a ∈ Fgen(Z, h∗D), for all k-morphisms h : Z → X with Z smooth quasi-
projective, and dim(Z) ≤ n, such that |h∗D| is SNCD.

Furthermore, if there is a compactification (X,D + B) of (X,D), such that X is
smooth projective and |D +B| is SNCD, the above conditions are equivalent to

(iv) a ∈ Fgen(X,D).

Proof. We assume D 6= ∅ else there is nothing to prove. The implication (i)⇒ (ii)
is direct. The implication (i)⇒ (iv) always holds, hence so does (ii)⇒ (iii). Assume
we have a compactification (X,D + B) of (X,D) with X smooth projective and
|D+B| SNCD. We may assume that |D| and |B| have no common components. For
any N ≥ 1 we have

(6.10.1) Fgen(X,D) ∩ F̃ (X,N(D +B)) = Fgen(X,D) ∩ Fgen(X,N(D +B))

= Fgen(X,D +NB) = F̃ (X,D +NB) ⊂ F̃ (X,D),

where the first and the last equality hold by Theorem 6.8 and the equality in the
middle holds by definition of Fgen. Since there exits an N ≥ 0, such that a ∈
F̃ (X,N(D + B)), the equality (6.10.1) proves the implication (iv)⇒ (i) under the
extra assumption on (X,D). It remains to show (iii)⇒ (i) (assuming resolution of
singularities in dimension ≤ n). Let (X,D + B) be any (not necessarily smooth)

compactification of (X,D). Take N ≥ 0, such that a ∈ F̃ (X,N(D+B)). We claim
that (iii) implies

a ∈ F̃ (X,D +NB) ⊂ F̃ (X,D).

Indeed, by [RS21, Corollary 4.18] and since F has level n, it suffices to show

(6.10.2) ρ∗a ∈ F̃ (OL,m−vL(D+NB)
L )

for any ρ : SpecL→ U , where L is a henselian discrete valuation field of geometric
type over k, which has trdeg(L/k) ≤ n, and where vL(D +NH) denotes the multi-
plicity of ρ∗(D+NH) on SpecOL. (Note that ρ uniquely extends to SpecOL → X.)
Let Z1 be the closure of the image of SpecOL in X. Using the Chow Lemma we
find a proper morphism h̄ : Z → X which maps birational onto Z1 and such that
Z is a projective k-scheme; using resolutions of singularities in dimension ≤ n, we
can additionally assume Z is smooth and |h̄∗(D + B)| is SNCD. Note that by the
valuative criterion for properness, SpecOL → X factors via h̄. Set Z := h̄−1(X)
and denote by h : Z → X the restriction of h̄. By (iii) and the above we find

h̄∗a ∈ Fgen(Z, h∗D) ∩ F̃ (Z,Nh̄∗(D +B)) = F̃ (Z, h̄∗(D +NB)),

where the equality follows from (6.10.1) applied to Z instead of X. Pulling h̄∗a
further back to SpecOL yields (6.10.2). This completes the proof. �

Examples 6.11. We list some examples where we can apply Corollary 6.10 uncondi-
tionally (recall this is the case if ch(k) = 0 or if F has level≤ 3):

(1) Let G be a commutative algebraic group over k. By [RS21, Theorem 5.2] G
has level 1. By [RS21, Theorem 7.20] we obtain a cut-by-curves criterion for
a conductor defined by Kato-Russell (see [KR10]).

(2) (char(k) = p > 0) Let F be one of the following two reciprocity sheaves

Sm 3 X 7→ Homcts(π
ét
1 (X),Q/Z) or Sm 3 X 7→ Lisse1

`(X),
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where Lisse1
`(X) denotes the group of isomorphism classes of lisse Q`-sheaves

of rank 1 on X. Then F has level 1 and we obtain a cut-by-curves criterion
for the Artin conductor of torsion characters or lisse rank 1 sheaves, by [RS21,
Theorem 8.8, Corollary 8.10]. This also follows (by a different method) from
the main results in [Kat89] and [Mat97], see [KS16, Corollary 2.8]. Also
note that the statement for D = ∅ and F = Homcts(π

ét
1 (−),Q/Z) is a direct

consequence of the Zariski-Nagata purity theorem.
(3) (char(k) = 0) By [RS21, Theorem 6.11] assigning to X ∈ Sm the group

of isomorphism classes of integrable rank 1 connections defines a reciprocity
sheaf of level 1. We obtain a cut-by-curves criterion for the irregularity.
In the tame case (i.e. regular connections at infinity) this was proven by
Deligne in [Del70, II, Proposition 4.4] - by a different method and even for
higher rank connections. In general this is well-known, but we don’t know a
reference.

(4) (char(k) = p > 0) Let G be a finite flat algebraic k-group (G infinitesimal
unipotent, like αp, is the most interesting case). By [RS21, Theorem 9.12]
the presheaf X 7→ H1

fppf(X,G) defines a reciprocity sheaf of level at most
2. Thus we get a cut-by-surfaces criterion for the ramification of G-torsors,
which we believe to be new.

(5) (char(k) = p > 0) Let ε : Smét → SmNis be the change of sites map. We
expect the reciprocity sheaves Rnε∗(Q/Z(n − 1)) to be of level n, where
Q/Z(n − 1) denotes the étale motivic complex of weight n − 1 with Q/Z-
coefficients so that for n = 2 (resp. n = 3), we get a cut-by-surfaces (resp.
cut-by-threefolds) criterion for the ramification of Rnε∗(Q/Z(n − 1)). We
hope to come back to this point somewhere else.

7. An application to rational singularities

In this section we assume char(k) = 0 and give an application of Corollary 6.10
to the theory of singularities. Recall that by Kempf’s criterion a separated finite
type k-scheme X of pure dimension d has rational singularities if and only if it

is normal, Cohen-Macaulay, and for one/any resolution of singularities f : Y
'−→

X we have f∗ωY/k = ωX/k, where ωY/k = Ωd
Y/k and ωX/k = j∗Ω

d
Xsm/k

, with j :

Xsm = (smooth locus) ↪→ X, are the relative dualizing sheaves over k. There are
various alternative descriptions of rational singularities, all relying on some sort of
resolutions (alterations, Macaulifications, etc...), see [Kov] for the state of the art.
Corollary 6.10 yields a resolution-free characterization as shown in the next theorem.

Theorem 7.1. Assume char(k) = 0.8 Let X be an affine k-scheme of finite type
of pure dimension d, that is normal and Cohen-Macaulay. Let D be an effective
Cartier divisor on X, such that (X,D) ∈MCor (i.e., D contains the singular locus
of X). The following are equivalent:

(1) X has rational singularities.

(2) We have Ω̃d(X,D) = Ωd
gen(X,D).

Proof. We find an open immersion j : V ↪→ X, such that V ⊃ (X \ |D|) ∪X(1) and
such that DV = j∗D has SNC support. We obtain

Ωd
gen(X,D)

(1)
= Ωd

gen(V,DV )
(2)
= Ω̃d(V,DV )

(3)
= Γ(V,Ωd

V (logDV )⊗OV OV (DV −DV,red))

8The statement is extended to the case ch(k) > 0 in [RSb, Cor.7.3].
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(4)
= Γ(V,Ωd

V ⊗OV j∗OX(D)) = Γ(X, j∗(Ω
d
V ⊗OV j∗OX(D)))

(5)
= Γ(X,ωX/k⊗OXOX(D)),

where (1) holds by definition, (2) follows from Corollary 6.10 and resolutions of
singularities, (3) follows from [RS21, Corollary 6.8], (4) holds since d = dimV , and
(5) follows from the projection formula and a well-known formula for the dualizing
sheaf ωX/k of a normal Cohen-Macaulay k-scheme. On the other hand, if f : Y → X
is a resolution of singularities such that f ∗D has SNC support, then (X,D) and
(Y, f ∗D) are isomorphic in MCor and we find similarly

Ω̃d(X,D) = Ω̃d(Y, f ∗D) = Γ(Y, ωY/k ⊗OY OY (f ∗D)) = Γ(X, f∗ωY/k ⊗OX OX(D)).

Thus

Ω̃d(X,D) = Ωd
gen(X,D)⇐⇒ Γ(X, f∗(ωY/k)⊗OX OX(D)) = Γ(X,ωX/k ⊗OX OX(D)).

Since X is affine, the equality on the right is equivalent to

f∗(ωY/k)⊗OX OX(D) = ωX/k ⊗OX OX(D),

which is equivalent to f∗(ωY/k) = ωX/k. Thus the statement follows from Kempf’s
criterion stated in the beginning of this section. �
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