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Abstract. We give a new geometric characterization of the motivic ramifica-
tion filtration of reciprocity sheaves, by imitating a method used by Abbes and
(Takeshi) Saito to study the ramification of torsors under finite étale groups. This
new characterization is used to define characteristic forms for reciprocity sheaves.
We obtain applications on pseudo-rational singularities and on questions regard-
ing the representability of certain cohomology groups of reciprocity sheaves in
the triangulated category of motives with modulus introduced by Kahn-Miyazaki-
Saito-Yamazaki.
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Introduction

In the study of geometric or arithmetic questions on non-proper smooth - or
on proper but singular varieties, it is often essential that the objects of interest
come with a measure of their complexity at infinity or along the singularities, such
as pole order or degree of ramification. A motivic framework which provides this
measure is the theory of reciprocity sheaves as introduced by Kahn, Saito, and
Yamazaki in [KSY22] (see also [KSY16]). Examples include smooth commutative
group schemes, A1-invariant sheaves with transfers, differential forms, the sheaf of
rank 1-connections, the Brauer group, and more generally étale motivic cohomology
sheaves with torsion coefficients. A reciprocity sheaf F is a Nisnevich sheaf with
transfers on Sm the category of smooth separated schemes over a fixed perfect
base field k, with the additional property that for any pair (X,R) consisting of a
proper k-scheme X and an effective Cartier divisor R on X with smooth complement
U = X\R, there is a canonical subgroup

F̃ (X,R) ⊂ F (U),

S.S. is supported by the JSPS KAKENHI Grant (20H01791).
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which heuristically can be thought of as those sections over U whose ramification
or pole order at infinity is bounded by R. We say a section a ∈ F (U) has modulus

(X,R) if a ∈ F̃ (X,R). The definition of these subgroups is motivic and relies on the
transfer structure of F , see 1.1. This has the advantage that we have good functorial

properties, i.e., (X,R) 7→ F̃ (X,R) defines a Nisnevich sheaf on the category of
modulus correspondences as introduced in [KMSY21a], [KMSY21b] and therefore
defines a birational invariant in the sense

(1) F̃ (X,R) = F̃ (X ′, f ∗R),

for any proper dominant morphism f : X ′ → X which induces an isomorhism

X \ R ∼= X ′ \ f ∗R. Furthermore, the definition of F̃ (X,R) can be extended to the

case where X is not necessarily proper over k. Thus we obtain a sheaf F̃(X,R) on
XNis defined by

V 7→ F̃ (V,R|V ).

If X is projective and smooth and Rred is a divisor with simple normal crossings,

many fundamental properties of the sheaves F̃(X,R) and their cohomology are by

now known. For example, the sheaves F̃(X,R) satisfy Zariski-Nagata purity (see
[Sai20, Cor 8.6(3)] for Rred smooth, [Sai, Th 2.3] for R = Rred, and [RSb, Th 1.6]
in general); they admit pairings, called reciprocity pairings, generalizing the pairing
used in geometric higher dimensional class field theory from [KS86] (see [RSb]);
there are projective bundle - and blow-up formulas for the cohomology groups of

F̃(X,R) as well as Gysin sequences, see [BRS].

However, a drawback of the motivic definition of F̃ (X,R) is that it is almost
impossible to compute directly from its definition. There have been some compu-

tations of F̃ (X,R) in a henselian local situation in [RS21], e.g., in characteristic
zero for differential forms and in positive characteristic for the Witt vectors of finite
length and the torsion characters of the abelianized fundamental group. But these
computations are very technical and rely on many specific results of several authors.
As a remedy of this drawback, we developed in [RSc] a theory of higher local sym-
bols which provides an effective tool to determine the modulus of a given section
a ∈ F (U) (see 1.3 for its review). The theory plays a crucial role in the proof of

the principal result of the present paper, which is a new characterization of F̃ (X,R)

and a description of the quotient F̃ (X,R)/F̃ (X,R−D′), where D′ = (R−Rred)red,
i.e., D′ is a SNCD supported on the irreducible components of Rred which appear
with multiplicity ≥ 2 in R. It does not use the transfer structure of F and imi-
tates a method used by Abbes and (Takeshi) Saito in [AS11], [Sai17], where they
study the ramification of torsors under finite étale groups. The new characterization

of F̃ (X,R) is geometric and hopefully more effective in applications. In section 7
(see also later in the introduction) we provide its applications on pseudo-rational

singularities and representability of cohomology of the sheaf F̃(X,R) on XNis in the
triangulated category of motives with modulus MDM defined in [KMSY].

In order to explain the new characterization, we now assume X is smooth over
a perfect field k and R is an effective Cartier divisor with simple normal crossing
support. We let U = X \R and D′ = (R−Rred)red be as above. The main geometric
construction needed for the new characterization is a certain dilatation. Dilatations
were introduced and studied in more general situations in [AS09, §2], [AS11, 4.1],
and [Sai17, 1.3] and originate from [BLR90, 3.2]. For us the following special case
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is relevant: The dilatation P
(R)
X is the blow-up of X × X in the closed subscheme

R diagonally embedded into X × X and with the strict transforms of X × R and
R × X removed. The two projections from X × X to X induce projections from

P
(R)
X to X and the inverse image of D′ under either projection is the same vector

bundle

(2) P
(R)
X

p1

⇒
p2

X, P
(R)
X ×pi,X D′ = V(Ω1

X(R)|D′),

see 2.1. Here and in the following, differential forms are relative to k and Ω1
X(R) =

Ω1
X ⊗OX OX(R). We define

(3) FAS(X,R) = {a ∈ F (U) | p∗1a− p∗2a ∈ F (P
(R)
X )},

where we use that U × U is an open dense subset of P
(R)
X and that the restriction

F (P
(R)
X )→ F (U × U) is injective, see Definition 2.4.

One of the main results of the present paper is the following, see Theorem 2.10:

Theorem 1. In the above situation assume

(∗) (X,R) has a projective SNC-compactification (see 1.5).

Then
F̃ (X,R) = FAS(X,R).

The assumption (∗) is satisfied tautologically if X is projective and also if X
is quasi-projective and ch(k) = 0 by resolution of singularities. Even if X is not
projective or ch(k) > 0, the assumption (∗) is not necessary under a certain extra
condition (namely that F has level ≤ 3). In particular, the theorem holds without
this extra condition for F = H1

fppf(−, G), where G is a commutative finite k-group
scheme, see 2.12 for this and more examples. Thus for G an étale commutative k-
group, a G-tosor over U has ramification bounded by R as defined in [Sai17]1 if and
only if the G-torsor has modulus (X,R) in the sense of reciprocity sheaves. Another
remark is that by Theorem 1, (X,R) 7→ FAS(X,R) defines a Nisnevich sheaf on the
category of modulus correspondences satisfying (∗), which seems non-trivial from
the definition (3).

The proof of Theorem 1 in the base case R = nD with D a smooth divisor relies
heavily on the theory of higher local symbols along Paršin chains for reciprocity
sheaves and a characterization of the modulus in terms of these symbols, which was
proven in [RSc] and is recalled in section 1. The general statement then follows
from this base case and the purity statements from [Sai20] and [RSb]. The inclu-

sion F̃ (X,R) ⊂ FAS(X,R) holds without assuming (∗), and is proven in section 2,
see Theorem 2.6. From this, we deduce a Brylinski-Kato formula for the motivic
conductor defined by F , see Theorem 2.8 and Remark 2.9 for details. The other
inclusion is proved assuming (∗) at the end of section 3.

The definition of bounded ramification along a divisor of a G-torsor for an étale
commutative k-group G in terms of dilatations is used in [Sai17] to define a non-log
version of Kato’s refined Swan conductor, the so called characteristic form of the
torsor. We can use Theorem 1 to define a characteristic form for any reciprocity
sheaf F , which for R = nD with D smooth on X and n ≥ 2 is a map (see 4.11)

char
(nD)
F : F̃(X,nD) → Ω1

X(nD)⊗OX i∗HomSh(O, F )DNis
,

1The notion of bounded ramification considered in [AS11] is a log-version of this.
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where O denotes the structure sheaf on Sm, i : D ↪→ X denotes the closed immer-
sion, and HomSh(O, F )DNis

denotes the restriction to DNis of the internal hom in the
category of abelian sheaves on Sm, which has a natural structure of OD-module.

In case F = H1 := Hom(πab
1 (−),Q/Z) is the sheaf of torsion characters of the

abelianized étale fundamental group, the Artin-Schreier-Witt sequences induce a
natural morphism OD → HomSh(O, H1)DNis

and the characteristic form factors over
the more familiar looking map

H̃1
(X,nD) → Ω1

X(nD)⊗OX i∗OD,
which at the generic point of D coincides with the map defined in [Yat17, Definition
1.18], except that for n = 2 in characteristic 2, our formula differs from the one in
loc. cit. by a square root, see 5.8. Note however that this factorization is particular
to the case F = H1. For example, if F is equal to Wn the Witt vectors of length n,
or the differential forms Ωj, then this is not the case, see Corollary 5.6 and Theorem
6.6.

The characteristic form of a ∈ F (X,nD) is defined as follows: By Theorem 1 we

have p∗1a− p∗2a ∈ F (P
(nD)
X ) which we may restrict to F (V(Ω1

X(nD)|D)) to obtain an
element ψn(a), see (2). In fact ψn(a) is contained in the additive part, on which an
isomorphism

χF,OD : F (V(Ω1
X(nD)|D))ad

'−→ Γ(X,Ω1
X(nD)⊗OX i∗HomSh(O, F )DNis

),

is constructed, see (4.6.1). This defines the characteristic form. The definition can
be extended to a general pair (X,R), where Rred is not necessarily regular but a
SNCD and D is replaced by D′ = (R−Rred)red.

The following is the sheaf version of Theorem 4.12, see 4.13.

Theorem 2. Assume (X,R) satisfies condition (∗) from Theorem 1. Then the

characteristic form char
(R)
F induces an injection of Zariski sheaves on X

F̃(X,R)/F̃(X,R−D′) ↪→ Ω1
X(R)⊗OX i∗HomSh(O, F )D′Zar

.

In particular, if k has positive characteristic p, the quotient F̃(X,R)/F̃(X,R−D′) is
p-torsion, refining [BCKS17, Corollary 3.10(2)], which says that the unipotent part
of F has p-primary torsion. We remark that for smooth D, the Gysin sequence from
[BRS] which generalizes Voevodsky’s Gysin sequence for A1-invariant sheaves with
transfers, yields an isomorphism

F̃ (X,D)/F (X)
'−→ HomPST(Gm, F )(D).

In section 5 the examples of F = Wn and F = H1 are discussed (in positive
characteristic). Computations from Abbes-Saito [AS09, §12], Yatagawa [Yat17, §2],
and [RS21] determine the characteristic form in these cases completely. In fact, this
shows that the general definition of the characteristic form fits nicely into the picture
of various refined Swan conductors which were defined before by different methods
in [Kat89, §5], [Mat97, §3], and [KR10, §4], see Remark 5.7 and 5.8. As another
exemplary application, we explain in 4.15 how Theorem 2 reveals an interesting
structure of Chow groups of zero-cycles with modulus, as introduced in [KS16]. In
particular we obtain some new specialization maps.

In view of these explicit computations and also the one from section 6 discussed
below, it is an intriguing question, whether it is possible to determine the image of
the characteristic form for a general reciprocity sheaf and a general pair (X,R). For
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the moment the image seems to be rather mysterious and we do not have a guess
for a general formula.

Let p = char(k) ≥ 0. In section 6 we use Theorems 1 and 2 to compute Ω̃j
(X,nD),

for X, D smooth, and j, n ≥ 1. We find

(4) Ω̃j
(X,nD) =

{
Ωj
X(logD)((n− 1)D) if p = 0 or (p 6= 0 and p - n)

Ωj
X(nD) if p 6= 0 and p | n,

see Theorem 6.6 and Corollary 6.8. The case p = 0 was proved by a different
method in [RS21, Theorem 6.4] and the case p > 0 is new. We also compute the

characteristic form. In particular, the formula for char
(nD)

Ωj
in the case p|n, came as

a surprise, see Theorem 6.6(3), (iii) and (iv).
In [KMSY21a, Question 2] it is asked whether the isomorphism (1) extends to

an isomorphism H i(X, F̃(X,R)) ∼= H i(X ′, F̃(X′,f∗R)), at least under the additional
assumption that X is smooth, Rred is a SNCD, and f : X ′ → X is the blow-up in a
smooth closed subscheme contained in Rred. The formula (4) shows that in positive
characteristic the answer to this question is in general negative.2 Indeed, this follows

from the blow-up formula by considering Ω̃j
(X,pD), see 6.9.

However top differentials have a very good behavior even in positive characteristic.
More precisely, we deduce from (4) that on a smooth scheme X of dimension d, we
have for any effective Cartier divisor R on X (without Rred assumed to be a SNCD)

Ω̃d
(X,R) = Ωd

X(R),

see Lemma 7.1. This leads to the following new characterization of pseudo-rational
singularities, see 7.2 for a reminder of the definition and Corollary 7.3 for the result.

Theorem 3. Let Y be an integral, normal, Cohen-Macaulay scheme of finite type

over k and dimension d. Assume that the sheaf Ω̃d
(Y,R) is S2, for each effective

Cartier divisor R on Y with Y \R smooth. Then Y has pseudo-rational singularities.
If there exits a proper and birational morphism f : Z → Y with Z ∈ Sm, then the
inverse implication holds. In both cases (7.2.1) induces

Ω̃d
(Y,R) ' ωY/k(R),

where ωY/k denotes the relative dualizing sheaf of Y/k.

A version of the above theorem for rational singularities in characteristic 0, was

given in [RSb, 7.1]. The sheaves Ω̃j
(Y,R), j ≥ 0, are defined for any reduced k-scheme

Y with effective Cartier divisor R, as long as R contains the singular locus and their
formation is functorial in the pair (Y,R) (in contrast to reflexive differentials, which
are also used in the study of singular varieties). This together with Theorem 3
suggests that these sheaves might be useful in the study of singular varieties.

Combining Theorem 3 with some of the main results from [Kov] and [KMSY21a],
we obtain (see Corollary 7.5):

Corollary 1. Let Y have pseudo-rational singularities and assume for any proper
and birational morphism Z → Y , there exits a proper and birational morphism
Z ′ → Z with Z ′ smooth (e.g. ch(k) = 0 or d ≤ 3 and Y quasi-projective by [CP08],
[CP09]).

2In his forthcoming paper, Shane Kelly gives a positive answer to the same question for F = Ωj

in case ch(k) = 0.
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Then, for any effective Cartier divisor R on Y such that Y \R is smooth, we have

(5) H i(YZar, Ω̃d
(Y,R)) = ExtiMNST(Ztr(Y,R), Ω̃d),

where MNST denotes the category of modulus Nisnevich sheaves with transfers
introduced in [KMSY21a] and Ztr(Y,R) ∈MNST is the object represented by (Y,R).

Under some stronger assumptions on resolutions of singularities, the cohomology
group on the left in (5) becomes representable in the triangulated category of motives
with modulus MDM introduced in [KMSY], see Remark 7.6.

Acknowledgement. The second named author thanks Ahmed Abbes and Yuri
Yatagawa for their kindly answering questions on ramification theory and Takeshi
Saito for his helpful suggestion on Lemma 4.8. The first named author thanks Fei
Ren for a careful reading of a preliminary version of this article.

0.1. Notations. In this article k denotes a perfect field and Sm the category of
separated schemes which are smooth and of finite type over k. For k-schemes X and
Y we write X × Y := X ×k Y . For n ≥ 0 we write Pn := Pn

k , An := An
k .

For a scheme X we denote by X(i) (resp. X(i)) the set of i-dimensional (resp.
i-codimensional) points of X. If (R,m) is a local ring, then we denote by

R{x1, . . . , xn}
the henselization of the polynomial ring R[x1, . . . , xn] at the ideal mR[x1, . . . , xn] +
(x1, . . . , xn).

Let F be a Nisnevich sheaf on a scheme X and x ∈ X a point. Then we denote
by Fx its Zariski stalk and by F h

x = lim−→F (U) the Nisnevich stalk, where the limit
is over all Nisnevich neighborhoods U → X of x. If X is reduced, we denote by

Kh
X,x = Frac(OhX,x)

the total fraction ring of OhX,x.

1. Review of higher local symbols of reciprocity sheaves

In this section we recall the definition of reciprocity sheaves from [KSY22] and
the construction and main properties of higher local symbols from [RSc], which we
will use repeatedly in the next sections.

1.1. We recall the notion of reciprocity sheaf from [KSY22]. Let F ∈ NST be
a Nisnevich sheaf with transfers on Sm in the sense of Voevodsky. Let U ∈ Sm
and a ∈ F (U). A pair (X,D) consisting of a proper k-scheme X and an effective
(possibly empty) Cartier divisor D with X \D = U is called a modulus for a if for
each S ∈ Sm and each finite integral correspondence Z ∈ Cor(A1

S, U) satisfying

{∞S}|Z̃ ≥ D|Z̃ , where Z̃ → P1
S × X is the normalization of the closure of Z, we

have Z∗0a = Z∗1a, where Zε denotes the restriction of Z along εS ↪→ A1
S, ε ∈ {0, 1}.

Following [KSY22] we say F is a sheaf with SC-reciprocity (or just reciprocity sheaf),
if for any U ∈ Sm any section a ∈ F (U) has a modulus. If (X,D) is any modulus
pair, i.e., X is a separated finite type k-scheme (not necessarily proper) and D is an
effective Cartier divisor on X such that U = X \D is smooth, then we denote by

F̃ (X,D)

the subgroup of F (U) consisting of all a ∈ F (U) which have a modulus of the form
(X,D + B), where X is proper, D and B are effective Cartier divisors on X, and
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X = X \B and D|X = D. We can extend the definition of F̃ to pro-modulus pairs in
an obvious way. By [Sai20, Theorem 0.1] the category of reciprocity sheaves RSCNis

is abelian, and by [KSY22, Corollary 2.4.2] it is even Grothendieck.

1.2. Let X be a reduced, separated, and noetherian scheme of finite dimension d
and assume X(0) = X(d). A specialization chain (or just chain) on X is a sequence
of points

x = (x0, x1, . . . , xn) with xi ∈ X and xi−1 ∈ {xi}, for all i = 1, . . . , n,

where {xi} denotes the closure of the point xi in X; x is a maximal chain or Paršin
chain if n = d and xi ∈ X(i), for all i. We set

mc(X) = {maximal chains on X}.
A maximal chain with break at r ∈ {0, . . . , d} is a chain x as above with n = d− 1,
xi ∈ X(i), for i < r, and xi ∈ Xi+1, for i ≥ r. We write

mcr(X) = {maximal chains with break at r on X}.
For x = (x0, . . . , xr−1, xr+1, . . . , xd) ∈ mcr(X) we denote by b(x) the set of breaks
of x, i.e., the points y ∈ X such that

x(y) = (x0, . . . , xr−1, y, xr+1, . . . , xd) ∈ mc(X).

1.3. Let F ∈ RSCNis. We denote by KM
r the Nisnevich sheafification of the im-

proved Milnor K-theory sheaf from [Ker10]; we denote by KM
r,X its restriction to X.

Let K be a function field over k and X an integral scheme of finite type over K of
dimension d. By [RSc, (5.1.3)] we have a pairing, called higher local symbol,

(1.3.1) (−,−)X/K,x : F (K(X))⊗Z K
M
d (Kh

X,xd−1
)→ F (K),

for each maximal chain x = (x0, . . . , xd−1, xd) ∈ mc(X), which satisfies the following
properties for all a ∈ F (K(X)):

(HS1′) Let X ↪→ X ′ be an open immersion, where X ′ is an integral K-scheme of
dimension d. Then

(a, β)X/K,x = (a, β)X′/K,x, for all β ∈ KM
d (Kh

X,xd−1
).

(HS2′) Let Xd−1 ⊂ X be the closure of xd−1, and set x′ = (x0, . . . , xd−1) ∈ mc(Xd−1).
Then for all β ∈ KM

d (Kh
X,xd−1

)

(a, β)X/K,x =

{
β · TrK(X)/K(a), if d = 0,

(a(xd−1), ∂xd−1
β)Xd−1/K,x′ , if d ≥ 1 and a ∈ F (OX,xd−1

),

where a(xd−1) ∈ F (K(Xd−1)) is the restriction of a, in case d = 0, the
map TrK(X)/K : F (K(X))→ F (K) is the trace induced by the transpose of
the graph of SpecK(X)→ SpecK, and ∂xd−1

=
∑

v/xd−1
NmK(v)/K(xd−1) ◦∂v,

where the sum is over all discrete valuations on K(X) dominating xd−1,
NmK(v)/K(xd−1) is the norm on Milnor K-theory, and ∂v is the tame symbol
at v.

(HS3′) Let D ⊂ X be an effective Cartier divisor such that X \ D is regular and

a ∈ F̃ (X,D). Then

(a, β)X/K,x = 0, for all β ∈ (Vd,X|D)hxd−1
,

where V1,X|D = Ker(O×X → O
×
D) and Vr,X|D = Im(V1,X|D⊗ZK

M
r−1,X → KM

r,X).
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(HS4′) Let x′ ∈ mcr(X) with 0 ≤ r ≤ d− 1. Then for all β ∈ KM
d (K(X))

(a, β)X/K,x′(y) = 0, for almost all y ∈ b(x′).

If either r ≥ 1 or r = 0, X is quasi-projective, and the closure of x1 in X is
projective over K, where x′ = (x1, . . . , xd), then∑

y∈b(x′)

(a, β)X/K,x′(y) = 0.

(HS5′) Let f : Y → X be a dominant and quasi-projective K-morphism between
integral K-schemes of the same dimension d. Set u := xd−1 and let y ∈ Y (1)

with f(y) = u. We assume that f induces a projective morphism between
the closures of the points y and u. Then Kh

Y,y is finite over Kh
X,u and for all

β ∈ KM
d (Kh

Y,y) we have∑
z∈mcd−1(Y ) with

y∈b(z) and f(z(y))=x

(f ∗a, β)Y/K,z(y) =
(
a,Nmy/u(β)

)
X/K,x

,

where Nmy/u : KM
d (Kh

Y,y)→ KM
d (Kh

X,u) is the norm map.

Here (HS5′) is [RSc, Corollary 5.5], the properties (HS1′)-(HS4′) are slight variants
of the (stronger) properties (HS1)-(HS4) in [RSc, Proposition 5.3], where they are
stated for β ∈ KM

d (Kh
X,x), withKh

X,x an iterated henselization along the chain x. The

version stated here follows easily using the natural maps K(X)→ Kh
X,xd−1

→ Kh
X,x.

To deduce (HS2′) from (HS2) in loc. cit., use the fact that Kh
X,x is a finite product

of henselian dvr’s unramified over Kh
X,xd−1

together with standard formulas for the

tame symbol and the norm on Milnor K-theory, namely [Ros96, R1c, R3a].
As already done in (HS4′) we usually also write

(1.3.2) (−,−)X/K,x : F (K(X))⊗Z K
M
d (K(X))→ F (K)

for the pairing obtained from (1.3.1) by precomposing with the natural map

KM
d (K(X))→ KM(Kh

X,xd−1
).

If X is a smooth k-scheme and D is supported on a simple normal crossing divisor,
then we can use the higher local symbols to decide whether a ∈ F (X \D) is regular
on X, or, under some extra assumption, whether it has modulus D. This is the
content of the next two results from [RSc].

Proposition 1.4 ([RSc, Proposition 7.3(1)]). Let X ∈ Sm have pure dimension
d and let D be a SNCD on X. Let W ⊂ X be an open subscheme containing all
generic points of D. Assume a ∈ F (X \D) satisfies for all function fields K/k and

all x = (x0, . . . , xd) ∈ mc(WK) with xd−1 ∈ D(0)
K

(aK , β)XK/K,x = 0, for all β ∈ KM
d (OXK ,xd−1

),

where XK = X⊗kK and aK ∈ F (XK \DK) is the restriction of a. Then a ∈ F (X).

1.5. Let X ∈ Sm and let D be an effective Cartier divisor on X whose support has
simple normal crossings. We say that (X,D) has a projective SNC-compactification,
if there exists a dense open immersion j : X ↪→ X, such that X is smooth and
projective over k and X \ (X \D) is the support of a SNCD on X.

We note that in characteristic 0 any pair (X,D) as above has a projective SNC-
compactification by Hironaka; the same holds in positive characteristic if dimX ≤ 3,
by [CP09, Theorem on p. 1839] together with [CP08, Proposition 4.1].
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Theorem 1.6 ([RSc, Theorem 6.1]). Let X ∈ Sm have pure dimension d and let D
be an effective Cartier divisor whose support has simple normal crossings. Assume
that (X,D) has a projective SNC-compactification. Set U = X \ D. Let W ⊂ X
be an open subscheme containing all generic points of D. Then for a ∈ F (U) the
following two statements are equivalent:

(1) a ∈ F̃ (X,D).
(2) For all function fields K/k and all x = (x0, . . . , xd−1, xd) ∈ mc(WK) with

xd−1 ∈ DK we have

(aK , β)XK/K,x = 0, for all β ∈ (Vd,XK |DK )xd−1
.

2. Abbes-Saito formula

In this section X is a smooth separated k-scheme and R is an effective Cartier
divisor on X. We assume that D = Rred is a SNCD.

2.1. We recall the construction and basic properties of a dilatation. This is discussed
in a more general situation in [Sai17, 1.3], see also [AS09, 2.], [BLR90, 3.2] for similar
discussions. Let ρ : BlR(X ×X)→ X ×X be the blow-up of X ×X in R, which we
embed diagonally in X ×X, i.e., we identify R with ∆X ∩ (X ×R∪R×X). We set

P
(R)
X = BlR(X ×X) \ R̃×X ∪ X̃ ×R,

where R̃×X denotes the strict transform of R×X in BlR(X×X) and similar with

X̃ ×R. For R = ∅ the empty divisor, we have P
(∅)
X = X ×X. Let p1, p2 : P

(R)
X → X

be the two morphisms induced by the composition of ρ with the two projections
q1, q2 : X ×X → X.

By construction we have an equality of closed subschemes of P
(R)
X

p−1
1 (R) = p−1

2 (R) = P
(R)
X ×X×X,∆ R := RP .

In fact RP is the restriction of the exceptional divisor of ρ to P
(R)
X and is hence also

an effective Cartier divisor, furthermore

p1|RP = p2|RP : RP ↪→ P
(R)
X → X.

The triple (P
(R)
X , p1, p2) is the universal example of such a structure, more precisely:

Let Y be a k-scheme and let f, g : Y → X be two k-morphisms satisfying

(1) f(Y ), g(Y ) 6⊂ Rred;
(2) f−1(R) = g−1(R) =: Z and Z is an effective Cartier divisor;
(3) f|Z = g|Z : Z → X.

Then there exits a unique morphism h : Y → P
(R)
X such that f = p1◦h and g = p2◦h.

This follows easily from the universal properties of the product and the blow-up.

The following local description of P
(R)
X will be useful.

2.2. Assume X = SpecA, with A a smooth k-algebra of dimension d, and f ∈ A is
an equation defining R. Let I∆ ⊂ A⊗k A be the ideal of the diagonal X ↪→ X ×X.
For any point y ∈ X ×X which lies in the image of the diagonal we find an affine
open neighborhood V = SpecB ⊂ X × X of y, such that I∆B is generated by a
regular sequence θ1, . . . , θd. We thus find bi ∈ B such that

1⊗ f = f ⊗ 1 +
d∑
i=1

biθi.
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Then a direct computation shows

(2.2.1) (P
(R)
X )|V = Spec

B[τ1, . . . , τd,
1

1+
∑
i biτi

]

(θi − τi(f ⊗ 1), i = 1, . . . , d)
,

where (P
(R)
X )|V = P

(R)
X ×X×X V .

More specifically, assume A is étale over k[z1, . . . , zd] and R is defined by zn1 . Set

ti = zi ⊗ 1 and si = 1⊗ zi ∈ A⊗k A.

Then the diagonal ∆X is open and closed in X ×An X = V (s1− t1, . . . , sd− td) and
hence we find V = SpecB ⊂ X ×X an open neighborhood of ∆X , such that I∆B
is generated by the regular sequence θ1 := s1 − t1, . . . , θd := sd − td. Since

sn1 = (t1 + θ1)n = tn1 + θ1b1, with b1 =
n∑
i=1

(
n

i

)
tn−i1 θi−1

1

we get

(2.2.2) (P
(R)
X )|V = Spec

B[τ1, . . . , τd,
1

1+tn−1
1 τ1

]

(θi − τitn1 , i = 1, . . . , d)
,

where we use

1 + b1τ1 = (1 + tn−1
1 τ1)n in

B[τ1, . . . , τd]

(θi − τitn1 , i = 1, . . . , d)
.

Lemma 2.3. Let the assumptions and notations be as in 2.1.

(1) Set D′ = (R−D)red. Then

RP ×X D′ = V(Ω1
X/k(R)|D′) := Spec(Sym•Ω1

X/k(R)|D′),

where Ω1
X/k(R) = Ω1

X/k ⊗OX OX(R).

(2) P
(R)
X \RP = U ×U and the restrictions of p1, p2 to U ×U are the projections

to the first and second factor, where U = X \R.

(3) P
(R)
X is smooth.

(4) The diagonal X ↪→ X ×X lifts by the universal property of (P
(R)
X , p1, p2) to

a closed immersion X ↪→ P
(R)
X .

(5) There exists a smooth map

µ : P
(R)
X ×p2,X,p1 P

(R)
X → P

(R)
X

which makes the following diagram commutative:

(2.3.1) P
(R)
X ×p2,X,p1 P

(R)
X

µ //

��

P
(R)
X

��
(X ×X)×p2,X,p1 (X ×X) = X ×X ×X p13 // X ×X.

Moreover, the pullback of µ via D′ = (R−D)red ↪→ X ×X

(RP ×X D′)×D′ (RP ×X D′)→ RP ×X D′

is the addition of the vector bundle over D′ from (1).
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(6) Let S be another effective Cartier divisor with (R+S)red SNCD. Then there
exists a morphism

π : P
(R+S)
X → P

(R)
X ,

which identifies P
(R+S)
X with the complement of the strict transforms of p∗1S

and p∗2S in the blow-up of P
(R)
X in S, where we embed S into P

(R)
X via (4).

Proof. Versions of the statements can be found in [Sai17, 1., 2.]. Since we also need
an explicit description of the maps involved we sketch the proofs. (1). We use the
description (2.2.1). Let J ⊂ A be the ideal of D′ in X. We have f ∈ J2 and thus
1⊗ f − f ⊗ 1 ∈ I∆ · (A⊗J) + I2

∆. Hence the bi in (2.2.1) are in I∆B+ (A⊗J)B and

P
(R)
X ×X×X (V ∩D′) = Spec((A/J)[τ1, . . . , τd]).

It is straightforward to check that

(2.3.2)
d⊕
i=1

(A/J) · τi −→ Ω1
A ·

1

f
⊗AA/J =

I∆

I2
∆

· 1

f
⊗AA/J, τi 7→

θi
f
, i = 1, . . . , d,

defines an A/J-linear isomorphism, which is independent of the choice of the lo-
cal equation f and the local generators θ1, . . . , θd of I∆. (2) is obvious. (3) is
local. We may therefore assume that there is an affine and étale map X → Ad =
Spec k[z1, . . . , zd], an open subset V = SpecB ⊂ X×X, such that V ×Ad×Ad ∆Ad =
∆X , and a function f ∈ k[z1, . . . , zd] whose pullback to X defines R. In this case

P
(R)
X ×X×X V = P

(Div(f))

Ad ×Ad×Ad V

is étale over P
(Div(f))

Ad . The formula (2.2.1) for P
(Div(f))

Ad , with θi = si − ti, directly

implies that the latter scheme is smooth, hence so is P
(R)
X . (4) is immediate. (5).

Composing the map P
(R)
X ×X P

(R)
X → X × X defined by the lower part of (2.3.1)

with the two projections gives two maps f, g : P
(R)
X ×X P

(R)
X → X, which satisfy

the properties (1)-(3) of 2.1. Hence the map µ from the statement exists by the

universal property of P
(R)
X → X. Using the local description (2.2.1) we see that it

is induced by the map

B[τ1, . . . , τd]→ C[τ
(1)
1 , . . . , τ

(1)
d , τ

(2)
1 , . . . , τ

(2)
d ],

with C a localization of B ⊗A B, which on the coefficients is given by a localization
of the map A⊗ A→ B ⊗A B, a1 ⊗ a2 7→ a1 ⊗ 1⊗ 1⊗ a2, for ai ∈ A, and on the τi
by the assignment

τi 7→ τ
(1)
i + (1 +

∑
i

(bi ⊗ 1⊗ 1)τ
(1)
i )τ

(2)
i , i = 1, . . . , d,

where bi are from (2.2.1). From this description and the fact that bi ∈ I∆B+(A⊗J)B
the second statement of (5) is immediate. Finally, the existence of a morphism π as in

(6) follows from the universal property of (P
(R)
X , p1, p2), and the explicit description

can be for example deduced from the local descriptions as in 2.2 or the universal

property of (P
(R+S)
X , p1, p2). �

Definition 2.4. Let F ∈ RSCNis. We define

FAS(X,R) := {a ∈ F (X \R) | p∗1a− p∗2a ∈ F (P
(R)
X )}.

Here we use the fact that the restriction F (P
(R)
X ) ↪→ F (P

(R)
X \ RP ) is injective by

[Sai20, Theorem 3.1(2)].
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The group FAS(X,R) defined above is a central object of study in this paper. The
definition is inspired by [Sai17, Definition 2.12], where for a Galois-torsor the notion

of having ramification bounded by R is defined using the schemes P
(R)
X , as a non-

logarithmic variant of [AS11, Definition 7.3]. More precisely, if G is a commutative
finite étale k-group-scheme and F = H1

ét(−, G), then F ∈ RSCNis (see [RS21,
Theorem 9.12]) and with the above definition FAS(X,R) coincides with the group
of G-torsors over U = X \R with ramification bounded by R in the sense of [Sai17,
Definition 2.12]. We note that in loc. cit. G does not need to be commutative and
R may have rational coefficients. On the other hand, in view of [RS21, 9.], we can
consider here fppf-tosors under any commutative finite k-group scheme, not just the
étale ones. The superscript “AS” stands for Abbes-(Takeshi) Saito.

Lemma 2.5. Let F ∈ RSCNis.

(1) FAS(X, ∅) = F (X).
(2) Let f : Y → X be a morphism in Sm with f(Y ) 6⊂ Rred and assume there

is an effective Cartier divisor S with Sred SNCD and S ≥ f ∗R. Then f ∗ :
F (X \R)→ F (Y \ S) induces a morphism

f ∗ : FAS(X,R)→ FAS(Y, S).

In particular with f = idX , we obtain FAS(X,R) ⊂ FAS(X,S).

Proof. (1) holds by definition. Note that the assumptions in (2) imply that (f ∗R)red

is SNCD. By the universal property of (P
(R)
X , p1, p2) the map f induces a natural

morphism fP : (P
(f∗R)
Y , p

(f∗R)
1 , p

(f∗R)
2 ) → (P

(R)
X , p

(R)
1 , p

(R)
2 ) and hence a natural map

FAS(X,R) → FAS(Y, f ∗R). By Lemma 2.3(6) we have FAS(Y, f ∗R) ⊂ FAS(Y, S).
This yields (2). �

Theorem 2.6. Let F ∈ RSCNis. Then

F̃ (X,R) ⊂ FAS(X,R).

In particular, for U = X \R we have F (U) = ∪SFAS(X,S), where the union is over
all effective Cartier divisors S on X with Sred ⊂ D.

Proof. Let a ∈ F̃ (X,R). Note p∗i (a) ∈ F (P
(R)
X \ RP ) for i = 1, 2. We will use

Proposition 1.4 to show p∗1(a) − p∗2(a) ∈ F (P
(R)
X ). First we need some preparation.

By the purity of F ([Sai20, Theorem 0.2]), the question is local at the generic points
of R and hence we may assume the following:

(a) R = nD, with D irreducible smooth and n ≥ 1, and
(b) X = SpecA is affine and étale over k[z1, . . . , zd] with D = {z1 = 0}.

Let V = SpecB ⊂ X ×k X be an open neighborhood of ∆X as in (2.2.2) and set
ti := zi ⊗ 1, si := 1⊗ zi ∈ B, i = 1, . . . , d, so that

(2.6.1) I∆B = (θ1, . . . , θd)B ⊂ B with θi = si − ti
and

(2.6.2) P := (P
(R)
X )|V = Spec

B[τ1, . . . , τd,
1

1+tn−1
1 τ1

]

(θi − τitn1 , i = 1, . . . , d)
.

We have RP ⊂ P and

(2.6.3) RP = Spec(A/zn1 )[τ1, . . . , τd,
1

1+zn−1
1 τ1

].
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For i = 1, 2, we denote by pi : P → X also the restriction of pi : P
(R)
X → X. Set

Y :=

{
SpecA[τ1, . . . , τd,

1
1+τ1

] if n = 1,

SpecA[τ1, . . . , τd] if n ≥ 2.

and denote by
πi : P → Y

the unique morphism which composed with the projection ρ : Y → X is equal to pi
and satisfies π∗i (τj) = τj, for j = 1, . . . , d. Note that the maps π1 and π2 induce the
same isomorphism
(2.6.4)

(π1)|RP = (π2)|RP : RP
'−→ RY := ρ∗R =

{
Spec(A/z1)[τ1, . . . , τd,

1
1+τ1

] if n = 1,

Spec(A/zn1 )[τ1, . . . , τd] if n ≥ 2.

Furthermore, π2 is étale on P \ V (1 + nτ1t
n−1
1 ) and π1 is étale, in particular both

are étale in a neighborhood of RP . Indeed, by a similar argument as in the proof
of (3) in Lemma 2.3, it suffices to show this in the case A = k[z1, . . . , zd], where it
follows directly from a differential criterion for étaleness. Let K be a function field
over k and denote by YK = Y ⊗kK and PK = P ⊗kK the base changes. We obtain
commutative diagrams, i = 1, 2,

(2.6.5) PK

πi,K

��

φP // P

πi
��

pi

��
YK

φY // Y
ρ // X,

in which φY is the projection and the square is cartesian. Let η ∈ (RP,K)
(0)
red be a

generic point. By the above we have π1(η) = π2(η) =: ξ ∈ (RY,K)
(0)
red and the maps

(2.6.6) π∗i,K : OhYK ,ξ → O
h
PK ,η

, i = 1, 2,

are isomorphisms of dvr’s so that the induced local norm maps

(2.6.7) Nmi
η/ξ : KM

2d (OhPK ,η)→ KM
2d (OhYK ,ξ)

are isomorphisms. Let x = (x0, . . . , x2d) ∈ mc(PK) with x2d−1 = η. Then π1(x) =
π2(x) := y = (y0, . . . , y2d) ∈ mc(YK) with y2d−1 = ξ. Let β ∈ KM

2d (OhPK ,η). We have

(p∗i (a)K , β)PK/K,x = (φ∗Pp
∗
i a, β)PK/K,x

= (π∗i,Kφ
∗
Y ρ
∗a, β)PK/K,x by (2.6.5)

= (φ∗Y ρ
∗a,Nmi

η/ξ(β))YK/K,y by (HS5′) and (2.6.4).

Set
ω = Nm1

η/ξ(β)− Nm2
η/ξ(β) ∈ KM

2d (OhYK ,ξ).

Claim 2.6.1. ω ∈ (V2d,YK |RY,K )hξ , see (HS3′) for notation.

Since φ∗Y ρ
∗a ∈ F̃ (YK , RY,K), the claim together with (HS3′) implies

((p∗1(a)− p∗2(a))K , β)PK/K,x = (φ∗Y ρ
∗a, ω)YK/K,y = 0.

Since K/k, x = (x0, . . . , x2d) ∈ mc(PK) with x2d−1 = η ∈ (RP,K)0
red, and β ∈

KM
2d (OPK ,η) were taken arbitrarily, Proposition 1.4 implies a ∈ F (P ) and hence also

a ∈ F (P
(R)
X ). Thus it remains to prove the claim.
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Proof of Claim 2.6.1. Since the norm (2.6.7) is an isomorphism with inverse
induced by π∗i,K , we find for β ∈ KM

2d (OhPK ,η)

π∗1,K(Nm1
η/ξ(β)− Nm2

η/ξ(β)) = β − π∗1,K Nm2
η/ξ(β)

= π∗2,K Nm2
η/ξ(β)− π∗1,K Nm2

η/ξ(β) ∈ KM
2d (OhYK ,ξ).

where π∗i,K are induced by (2.6.6). Thus it suffices to show

π∗2,K(α)− π∗1,K(α) ∈ (V2d,PK |RP,K )hη , for all α ∈ KM
2d (OhYK ,ξ).

This follows from the following claim:

(2.6.8) π∗2,K(u)/π∗1,K(u) ∈ 1 + tn1OhPK ,η, for all u ∈ (OhYK ,ξ)
×.

Write t = t1, z = z1 and τ = τ1 for simplicity. Let E be the residue field of OhYK ,ξ
identified with that of OhPK ,η via either of π∗i,K , see (2.6.4). Choose a coefficient field

σ : E → OhYK ,ξ. We obtain two induced coefficient fields

σi = π∗i,K ◦ σ : E → OhPK ,η, i = 1, 2.

By (2.6.1) and (2.6.2) we have

(2.6.9) σ2(c)− σ1(c) ∈ I∆OhPK ,η ⊂ tnOhPK ,η, for all c ∈ E.
These coefficient fields induce isomorphisms of dvr’s:

σ : E[[z]]
∼−→ ÔYK ,ξ,

∑
m≥0

amz
m →

∑
m≥0

σ(am)zm,

σi : E[[t]]
∼−→ ÔPK ,η,

∑
m≥0

amt
m →

∑
m≥0

σi(am)tm,

where ÔYK ,ξ denotes the z-adic completion of OYK ,ξ and ÔPK ,η denotes the t-adic
completion of OPK ,η (which is the same as the s = (t + tnτ)-adic completion.) By
definition we have commutative diagrams, for i = 1, 2

E[[z]]
νi //

σ
��

E[[t]]

σi
��

ÔYK ,ξ
π∗i,K // ÔPK ,η

where

ν1(
∑
m≥0

amz
m) =

∑
m≥0

amt
m and ν2(

∑
m≥0

amz
m) =

∑
m≥0

am(t+ tnτ)m.

Together with (2.6.9) this yields for u ∈ E[[z]]×

π∗2,K(σ(u))

π∗1,K(σ(u))
=
σ2(ν2(u))

σ1(ν1(u))
≡ 1 mod tnE[[t]].

This proves (2.6.8) and completes the proof of Claim 2.6.1 and the theorem. �

2.7. Let L be a henselian discrete valuation ring of geometric type over k, i.e., there
is an isomorphism of k-algebras L ∼= Frac(OhU,u), for some U ∈ Sm and u ∈ U (1).
Denote by OL its valuation ring and set SL = SpecOL and denote by sL the closed
point of SL. Following [RS21] we define the motivic conductor cFL : F (L) → N0 of
F on L by

cFL(a) = min{n ∈ N0 | a ∈ F̃ (SL, n · sL)}.
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For Y a k-scheme, y ∈ Y (1) ∩Ysm a 1-codimensional point in the smooth locus of Y ,
and a ∈ F (Frac(OY,y)) we set

cFY,y(a) := cFKh
Y,y

(ρ∗a),

where ρ : SpecKh
Y,y → Spec Frac(OY,y) is the natural map.

The following theorem is a version of the Brylinski-Kato formula for reciprocity
sheaves, see Remark 2.9 below for more detailed references to the literature.

Theorem 2.8. Let X be a smooth separated k-scheme and D ⊂ X an integral
divisor with generic point η. Let x ∈ Dsm be a smooth point of D and let Z,Z ′ ⊂ X
be integral closed subschemes such that

(2.8.1) (Z ∩D)x = x = (Z ′ ∩D)x,

where we use the notation Yx = SpecOY,x. Let V ⊂ X be some open containing the
generic points of Z and Z ′. Then Z and Z ′ are smooth around x and for a ∈ F (V )
the following implication holds

(2.8.2) lengthOX,x(OZ∩Z′,x) ≥ cFX,η(a) =⇒ cFZ,x(aZ) = cFZ′,x(aZ′),

where aZ and aZ′ denote the pullback of a to Z ∩ V and Z ′ ∩ V , respectively.

Proof. If Z ⊂ D or Z ′ ⊂ D, then condition (2.8.1) implies that x is the generic point
of Z or Z ′. Hence x ∈ V and a is regular at x. Therefore the implication trivially
holds in this case.

We consider the case Z,Z ′ 6⊂ D. By (2.8.1) Z ∩ D is a regular Cartier divisor
around x on Z, hence Z is smooth around x, similarly with Z ′. We may assume
Z 6= Z ′ and V does not contain x. We may shrink X Zariski locally around x and
assume X, D, Z, Z ′, and T := {x} are smooth and integral, D = Div(f), and

Z ∩D = T = Z ′ ∩D.
Set n = cFX,η(a). By [Sai20, Corollary 8.6(2)]

(2.8.3) a ∈ F̃ (X,nD).

The statement in (2.8.2) is Nisnevich local around x. By [BRS, Lemma 7.13] we
may assume that there exists an affine k-morphism X → S = SpecR, such that
the composition T ↪→ X → S is an isomorphism. We obtain a natural morphism
X → A1

S, induced by R[t] → OX(X), t 7→ f , which composed with the closed
immersion Z ↪→ X yields a map,

(2.8.4) Z → A1
S inducing an isomorphism T = D ∩ Z '−→ 0S,

where 0S denotes the zero-section of A1
S. Note that (2.8.4) is étale in a neighborhood

of T . The same reasoning applies to Z ′. We obtain isomorphisms

(2.8.5) Z ×X nD
'−→ SpecR[t]/(tn)

'←− Z ′ ×X nD.

By (2.8.1) and Z ′ 6= Z we find x ∈ (Z∩Z ′)(0). The condition lengthOX,x(OZ∩Z′,x) ≥ n
therefore implies the following equality of closed subschemes of X

(2.8.6) Z ×X nD = Z ×X Z ′ ×X nD = Z ′ ×X nD.
We consider the compositions

q : Z ×A1
S
Z ′ → Z ↪→ X, q′ : Z ×A1

S
Z ′ → Z ′ ↪→ X.
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By (2.8.5) we have q−1(nD) = q′−1(nD) and by (2.8.6)

q|Z∩Z′∩(nD) = q′|Z∩Z′∩(nD) : Z ∩ Z ′ ∩ (nD) = q−1(nD) = q′
−1

(nD)→ nD.

Thus by the universal property of P
(nD)
X (see 2.1) we obtain a map f : Z ×A1

S
Z ′ →

P
(nD)
X making the following diagram commutative

(2.8.7) (Z ′)hx // Z ′ // X

Zh
x ×(A1

S)hx0
(Z ′)hx

' σ′

OO

' σ

��

ν // Z ×A1
S
Z ′

OO

��

f // P
(nD)
X

p2

OO

p1

��
Zh
x

//

τ

99

Z // X.

Here x0 denotes the generic point of 0S ⊂ A1
S, the horizontal maps are the natural

ones, the vertical maps are induced by projections, and τ = σ′ ◦ σ−1. Note that σ
and σ′ are isomorphisms by (2.8.4). We find for r ≥ 0

a(Z′)hx
∈ F̃ ((Z ′)hx, r · x)⇐⇒ τ ∗(a(Z′)hx

) ∈ F̃ (Zh
x , r · x),

where a(Z′)hx
denotes the pullback of a ∈ F (V ) to F ((Z ′)hx ×X V ) = F ((Z ′)hx \ {x}).

Diagram (2.8.7) restricted to V (on both X) yields

τ ∗(a(Z′)hx
) = (σ−1)∗ν∗f ∗(p∗2a) = (σ−1)∗ν∗f ∗(p∗1a+ (p∗2(a)− p∗1(a))).

By (2.8.3) and Theorem 2.6 we find

τ ∗(a(Z′)hx
) ≡ (σ−1)∗ν∗f ∗(p∗1a) = aZhx mod F (Zh

x ).

Altogether

a(Z′)hx
∈ F̃ ((Z ′)hx, r · x)⇐⇒ aZhx ∈ F̃ (Zh

x , r · x).

This yields the statement. �

Remark 2.9. (1) For F = H1
ét(−,Q/Z) and X a smooth surface over a finite field

Brylinski proved a version of Theorem 2.8 for the Artin conductor, see [Bry83,
Proposition 4]. In fact since the motivic conductor of H1

ét(−,Q/Z) is equal
to the Artin conductor, by [RS21, Theorem 8.8], the above theorem reproves
and largely generalizes Brylinsky’s result. On the other hand Kato defined in
[Kat89] a Swan conductor for Hn = Rnε∗Q/Z(n− 1), n ≥ 1, ε : Xét → XNis,
and generalized Brylinsky’s result to all Hn and all excellent regular schemes
using his Swan conductor. Since F = Hn ∈ RSCNis, Theorem 2.8 is a version
of the Brylinsky-Kato formula for the motivic conductor of Hn. Note that
it is not expected that Kato’s Swan conductor coincides with the motivic
conductor for Hn, we rather expect cH

n

L (a) ≥ SwanL(a) ≥ cH
n

L (a) − 1, for
a ∈ Hn(L) and L a henselian discrete valuation field over k. (For n = 1 this
holds by [RS21, 8.].)

(2) A basic version of Theorem 2.8, namely for X = SpecK{x, t}, with K
a function field over k, D = Div(t), Z = V (x − t), and Z ′ = (x − t −
atn), a ∈ K, was proven in [RSb, Corollary 3.3, Remark 3.4] and was an
essential ingredient in the construction of the higher local symbol in [RSc],
in particular to obtain the properties (HS3′) and (HS5′), which were essential
in the proof of Theorem 2.6.
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Theorem 2.10. Let (X,R) be as at the beginning of this section. Assume (X,R)
has a projective SNC-compactification (see 1.5). Then

F̃ (X,R) = FAS(X,R).

The proof will be given after the proof of Theorem 3.3 in the next section.

Corollary 2.11. Assume F has level n ≤ ∞ (in the sense of [RSb, Definition 1.3])
and any pair (Z,E) with Z ∈ Sm affine, dim(Z) ≤ n, and E an effective Cartier
divisor with SNC support, has a projective SNC-compactification (see 1.5). Then

(2.11.1) F̃ (X,R) = FAS(X,R).

Proof. Let U = X \D. For G ∈ {F̃ , FAS} define

(2.11.2) G≤n(X,R) =

a ∈ F (U)

∣∣∣∣ f ∗a ∈ G(Z, f ∗R),

∀f : Z → X
with Z ∈ Sm affine,
dimZ ≤ n, f(Z) 6⊂ D,
and (f ∗D)red ∈ Sm

 .

We have

F̃ (X,R)
1
⊂ FAS(X,R)

2
⊂ (FAS)≤n(X,R)

3
= (F̃ )≤n(X,R)

4
= F̃ (X,R),

where 1 holds by Theorem 2.6, 2 by functoriality (see Lemma 2.5), 3 by Theorem
2.10, and 4 by [RS21, Corollary 4.18]. �

Examples 2.12. Since the assumption in Corollary 2.11 on the existence of projec-
tive SNC-compactifications in dimension ≤ n is satisfied for n ≤ 3 (or for all n
if char(k) = 0) we get the equality (2.11.1) unconditionally, for example, in the
following cases: if char(k) = 0, for all F ∈ RSCNis; if char(k) = p > 0, for

(1) F = G a smooth commutative k-group (they have level 1 by [RS21, Theorem
5.2]),

(2) F = H1
ét(−,Q/Z) or Lisse1

` (they have level 1 by [RS21, Theorem 8.8, Corol-
lary 8.10]),

(3) F = H1
fppf(−, G), with G a finite k-group scheme (H1

fppf(−, G) has level ≤ 2
by [RS21, Theorem 9.12]),

(4) Ωj for j ≤ 2 (Ωj has level j + 1 by Corollary 6.8).

By [RSb] The equality (2.11.1) for F = H1
ét(−,Q/Z) was known before: Indeed

since the motivic conductor of F in this case is the Artin conductor defined by
Matsuda’s filtration [Mat97] (this holds by [RS21, Theorem 8.8]), it follows from
[KS16, Corollary 2.8], that

F̃ (X,R) = {a ∈ F (U) | ArtX,η(a) ≤ mη, ∀η ∈ D(0)},

where we write R =
∑

η∈D(0) mηη̄. Now the expression on the right equals FAS(X,R)

by [Yat17, Theorem 0.1], [Sai17, Proposition 2.27], and Zariski-Nagata purity (cf.
[Yat17, Lemma 2.3]). Note that the proof of the equality in this way uses in an
essential way the theory of higher ramification groups defined by Abbes-Saito. As
far as we know the other examples mentioned above are new.

3. Abbes-Saito formula (continued)

In this section X ∈ Sm, D is a smooth divisor on X, and n ≥ 2. We fix F ∈ RSC.
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3.1. Let p1,n, p2,n : P
(nD)
X ⇒ X be as in 2.1, i.e., pi,n is the composition of the natural

map P
(nD)
X → X ×X with the projection to the ith factor. Set (see Lemma 2.3(1))

(3.1.1) Vn := P
(nD)
X ×X×X D := RP ×R D = V(Ω1

X/k(nD)|D)

and denote by ιn : Vn ↪→ P
(nD)
X the closed immersion. By definition of FAS (see

Definition 2.4) and the injectivity of the restriction F (P
(nD)
X ) ↪→ F (U × U), where

U = X \D, see [Sai20, Theorem 3.1(2)], we have a unique morphism

ϕn : FAS(X,nD) −→ F (P
(nD)
X ),

such that ϕn(a)|U×U = p∗2(a|U)− p∗1(a|U) ∈ F (U × U). We define the map ψn as the
composition

(3.1.2) ψn := ι∗n ◦ ϕn : FAS(X,nD) −→ F (P
(nD)
X ) −→ F (Vn).

Lemma 3.2. FAS(X, (n− 1)D) ⊂ Kerψn.

Proof. We have a commutative diagram (i = 1, 2)

Vn
ιn //

q

��
πV

��

P
(nD)
X

π

��

pi,n

##
D

ιD

$$
s0

��

X,

Vn−1

ιn−1 // P
((n−1)D)
X

pi,n−1

;;

where ιD = ∆n−1 ◦ i is the composition of the closed immersion i : D ↪→ X followed

by the lift of the diagonal ∆n−1 : X ↪→ P
((n−1)D)
X (see Lemma 2.3(4)), π is the

natural morphism obtained from interpreting P
(nD)
X as the blow-up of P

((n−1)D)
X in

ιD(D) with the strict transforms of p∗1D and p∗2D removed (see Lemma 2.3(6)), πV
is the base change of π along ιn−1, q is the structure map of the vector bundle Vn,
and s0 is the zero section of the vector bundle Vn−1. Hence for a ∈ FAS(X, (n−1)D)
we have ψn(a) = π∗V ψn−1(a) = q∗i∗∆∗n−1ϕn−1(a). Since

(∆∗n−1ϕn−1(a))|U = ∆∗U(p∗2(a|U)− p∗1(a|U)) = 0 in F (U),

with ∆U : U → U ×U the diagonal, the injectivity of the restriction F (X)→ F (U)
(see [Sai20, Theorem 3.1(2)]) yields ∆∗n−1ϕn−1(a) = 0 in F (X), hence ψn(a) = 0. �

Theorem 3.3. We keep the assumptions from the beginning of this section. Assume
(X,D) admits a projective SNC-compactification (see 1.5). Then the map (3.1.2)
induces an injective morphism

(3.3.1) ψ̄n :
F̃ (X,nD)

F̃ (X, (n− 1)D)
↪→ F (Vn).

Proof. We can assume that X and D are integral and dimX = d ≥ 1. Note that
by Theorem 2.6 and Lemma 3.2, the map ψn induces a well-defined map as in the

statement. Let a ∈ F̃ (X,nD) ∩ Ker(ψn). It remains to show a ∈ F̃ (X, (n − 1)D),
which by Theorem 1.6 is equivalent to show the following:
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Claim 3.3.1. There exists an open neighborhood W ⊂ X of the generic point of D,
such that for all function fields K/k and all x = (x0, . . . , xd−1, xd) ∈ mc(WK) with

xd−1 ∈ D(0)
K we have

(3.3.2) (aK , β)XK/K,x = 0, for all β ∈ (Vd,XK |(n−1)DK )xd−1
,

where aK ∈ F̃ (XK , nDK) ∩Ker(ψn,K) denotes the pullback of a along XK → X.

We prove the claim. Up to shrinking X around the generic point of D, we may
assume that X = SpecA is étale over k[z1, . . . , zd] and D = {z1 = 0}. Choose
α1, . . . , αr ∈ A such that their residue classes ᾱi ∈ A/(z1) are not zero and the
monomials in the ᾱi generate A/(z1) as a k-vector space. Set

W := X \DivX(α1 · · ·αr) ∪DivX(z2 · · · zn)

which is an open neighborhood of the generic point of D.
Let K be a function field over k and x = (x0, . . . , xd−1, xd) ∈ mc(WK) such that

ξ := xd−1 ∈ D(0)
K . By Theorem 1.6 it suffices to show (3.3.2) for β running through

a class of representatives of (Vd,XK |(n−1)DK )ξ/(Vd,XK |nDK )ξ. Set

Ud,XK |nDK := Im(V1,XK |nDK ⊗ j∗KM
d−1,UK

→ j∗K
M
d,UK

),

where j : UK = XK \DK ↪→ XK is the open immersion. By, e.g., [RSa, Lemma 2.3],
we have surjective maps

Ωd−1
K(ξ)/Z −→

(Vd,XK |(n−1)DK )ξ
(Ud,XK |nDK )ξ

, b
du1

u1

∧ . . . ∧ dud−1

ud−1

7→ {1 + zn−1
1 b̃, ũ1, . . . , ũd−1},

and

Ωd−2
K(ξ)/Z −→

(Ud,XK |nDK )ξ
(Vd,XK |nDK )ξ

, b
du1

u1

∧ . . . ∧ dud−2

ud−2

7→ {1 + zn1 b̃, z1, ũ1, . . . , ũd−2},

where b ∈ K(ξ), ui ∈ K(ξ)× and b̃, ũi are lifts to OXK ,ξ. Hence it suffices to show
(3.3.2) for

(3.3.3) β = {1 + zn−1
1

m

g
, zi2 , . . . , zic , σ1, . . . , σd−c},

or

(3.3.4) β = {1 + zn1
m

g
, z1, zi3 , . . . , zic , σ1, . . . , σd−c},

where g ∈ O×X,ξ ∩ A, c ∈ {1, . . . , d}, σ1, . . . , σd−c is part of a differential basis of K
over its prime field, 2 ≤ i2 < . . . < ic ≤ d, and

(3.3.5) m = λαn1
1 · · ·αnrr ∈ Γ(WK ,O×WK

), for some λ ∈ K, (n1, . . . , nr) ∈ Nr
0.

Let V = SpecB ⊂ X ×X be as in (2.2.2) and (with the notation from there) set

P := (P
(nD)
X )|V := Spec

B[τ1, . . . , τd,
1

1+tn−1
1 τ1

]

(θi − τitn1 , i = 1, . . . , d)
.

Let pi : P → X be induced by the projection to the ith factor. These extend to
quasi-projective morphisms

p̄i : P := Proj

(
B[T0, T1, . . . , Td]

(T0θi − Titn1 , i = 1, . . . , d)

)
→ X.
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Let Vn ⊂ P be as in (3.1.1) be given by {t1 = 0} and denote by V n ⊂ P its closure,
which is defined by the ideal (t1, θ1, . . . , θd) = (s1, θ1, . . . , θd). Therefore p̄1 and p̄2

induce the same isomorphism of D-schemes

π̄V : V n
'−→ ProjA/(z1)[T0, . . . , Td].

Fix a tuple g = (g1, . . . , gd,m1, . . . ,md), where gi ∈ O×X,ξ ∩A and the mi are mono-
mial as in (3.3.5), and set

(3.3.6) Z := Zg :=
⋂

1≤i≤d

V+

(
p̄∗1(gi)Ti − p̄∗1(mi)T0

)
⊂ p̄−1

1 (WK) ⊂ PK .

Here we also denote by p̄i : PK → XK the base change of p̄i along XK → X. Denote
by Z ⊂ PK the closure of Z and let

σ : Z ↪→ PK and pZ,i := p̄i ◦ σ : Z → XK ,

where σ is the closed immersion. We observe that π̄V induces a projective morphism

(3.3.7) π̄V,Z : Θ := Z ∩ V n,K → DK

which restricts to an isomorphism

Z ∩ V n,K ∩ p−1
1 (WK \DivXK (g1 · · · gd))

'−→ DK ∩ (WK \DivXK (g1 · · · gd)).
In particular, π̄V,Z is projective and birational, and hence is surjective. The maps
pZ,1 and pZ,2 are étale around the generic points of Θ, since the associated ring maps
p∗Z,i look étale locally like

K[z1, . . . , zd]→ B1/(si − ti − uitn1 , i = 1, . . . , d), for ui ∈ B×1 ,
with B1 an étale K[s1, . . . , sd, t1, . . . , td]-algebra, and where p∗Z,i are K-algebra maps
such that p∗Z,1(zi) = ti and p∗Z,2(zi) = si. Denote by ξZ the generic point of Θ such
that π̄V,Z(ξZ) = ξ. By the above we obtain isomorphisms

(3.3.8) p∗Z,i : OhXK ,ξ
'−→ OhZ,ξZ , i = 1, 2.

Let y
Z,λ

= (yλ,0, . . . yλ,d−2, ξZ) ∈ mc(Θ), λ ∈ Λ, be all the lifts of (x0, . . . , xd−1 =

ξ) ∈ mc(WK∩DK) under (3.3.7). Let y2d ∈ PK be the generic point of the connected
component which contains ξZ . For i = d, . . . , 2d− 1 denote by

yi ∈
⋂

i≤j≤2d−1

V+

(
p∗1(g2d−j)T2d−j − p∗1(m2d−j)T0

)
∩ {y2d}

the generic point. We obtain maximal chains

y
λ

:= (yλ,0, . . . , yλ,d−2, ξZ , yd, . . . , y2d) ∈ mc(PK), λ ∈ Λ.

Note that yd ∈ Z
(0)

and pZ,i(yd) = xd, i = 1, 2. Let aK be as in Claim 3.3.1 and let
γ ∈ KM

2d (K(PK)) be arbitrary. Since p̄∗i aK ∈ FPK ,yd we obtain∑
λ∈Λ

(p̄∗i aK , γ)PK/K,yλ
=
∑
λ∈Λ

(p∗Z,iaK , ∂Zγ)Z/K,(yλ,0,...,yλ,d−2,ξZ ,yd), by (HS2′),(3.3.9)

= (aK ,Nmi
ξZ/ξ

(∂Zγ))XK/K,x, by (HS5′),

where we use the projectivity of π̄V,Z to apply (HS5′) and

∂Z = ∂yd ◦ ∂yd+1
◦ . . . ◦ ∂y2d−1

: KM
2d (K(PK))→ KM

d (K(Z)),
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(see (HS2′) for notation) and

Nmi
ξZ/ξ

: KM
d (Frac(OhZ,ξZ ))→ KM

d (Frac(OhXK ,ξ)), i = 1, 2,

is the norm map induced by (3.3.8) which is an isomorphism.

By Theorem 2.6 we have a ∈ F̃ (X,nD) ⊂ FAS(X,nD). Thus the element

ϕn(aK) ∈ F ((P
(nD)
X )K) ⊂ F (PK) from 3.1 is defined. Consider the diagram

(3.3.10) Θ
σV //

ῑn,Z
��

V n,K

ῑn
��

Vn,Koo

ιn

��
Z

σ // PK PKoo

where both squares are cartesian, all vertical maps and the horizontal maps on the
left are closed immersions and the horizontal maps on the right are open immersions.
We obtain∑

λ∈Λ

(p̄∗2(aK)− p̄∗1(aK), γ)PK/K,yλ
=
∑
λ∈Λ

(ϕn(aK), γ)PK/K,yλ

(3.3.11)

=
∑
λ∈Λ

(ῑ∗n,Zσ
∗ϕn(aK), ∂Θγ)Θ/K,(yλ,0,...,yλ,d−2ξZ)

= 0,

where ∂Θ is the composite of ∂Z and ∂ξZ : KM
d (K(Z)) → KM

d−1(K(Θ)), the second
equality follows from ϕn(a) ∈ FPK ,ξZ and (HS2′) and the last equality follows from
(3.3.10), (HS1′), and ι∗nϕn(aK) = ψn(aK) = 0 by the assumption on a. Combining
(3.3.9) and (3.3.11) yields the equality(

aK ,Nm2
ξZ/ξ

(∂Zγ)− Nm1
ξZ/ξ

(∂Zγ)
)
XK/K,x

= 0.

Thus Claim 3.3.1 for β as in (3.3.3) or in (3.3.4) (and hence also in general) is a
consequence of the following claim:

Claim 3.3.2. The elements (3.3.3) and (3.3.4) modulo (Vd,XK |nDK )ξ have representa-
tives in∑

g

Im
(

(Nm2
ξZg/ξ

−Nm1
ξZg/ξ

) ◦ ∂Zg : KM
2d (K(PK))→ KM

d (Frac(OhXK ,ξ))
)
,

where g runs over all tuples g = (g1, . . . , gd,m1, . . .md) as in (3.3.6).

We prove the claim. Fix g and Z = Zg as above. Let σ = (σ1, . . . , σd−c), c ∈
{1, . . . , d}, be part of a differential basis of K over its prime field and set

γ := {p∗1(g1)τ1 − p∗1(m1), . . . , p∗1(gd)τd − p∗1(md), s1, si2 , . . . , sic , σ} ∈ KM
2d (K(PK)),

where 2 ≤ i2 < . . . < ic ≤ d. Then

∂Zγ = ε · {(s1)|Z , (si2)|Z , . . . , (sic)|Z , σ} ∈ KM
d (K(Z)),

where ε ∈ {±1} only depends on the choice of a sign in the definition of the tame
symbol. Since Nm2

ξZ/ξ
is an isomorphism and (si)|Z = p∗Z,2(zi) we obtain

Nm2
ξZ/ξ

(∂Zγ) = ε · {z1, zi2 , . . . , zic , σ} ∈ KM
d (Kh

X,ξ).

On the other hand since θi = si − ti = τit
n
1 on P , we find in K(Z)

(sj)|Z = (tj)|Z + p∗Z,1(
mj
gj

)(t1)n|Z = p∗Z,1(zj +
mj
gj
zn1 ), j = 1, . . . , d.
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Since Nm1
ξZ/ξ

is an isomorphism we obtain

Nm1
ξZ/ξ

(∂Zγ) = ε · {z1 + m1

g1
zn1 , zi2 +

mi2
gi2
zn1 , . . . , zic + mic

gic
zn1 , σ1, . . . , σd−c}.

Since n ≥ 2 and we have

{(V1,XK |(n−1)DK )ξ, (V1,XK |nDK )ξ} ⊂ (V2,XK |(2n−2)DK )ξ ⊂ (V2,XK |nDK )ξ,

see, e.g., [RS18, Lemma 2.7], we find

− ε
(
Nm2

ξZ/ξ
(∂Zγ)− Nm1

ξZ/ξ
(∂Zγ)

)
≡ {1 + m1

g1
zn−1

1 , zi2 , . . . , zic , σ}

+
c∑
j=2

{z1, zi2 , . . . , zij−1
, 1 +

mij
gij zij

zn1 , zij+1
, . . . , zic , σ} mod (Vd,XK |nDK )ξ.

This implies Claim 3.3.2 and completes the proof of the theorem. �

Proof of Theorem 2.10. By Theorem 2.6 it remains to show FAS(X,R) ⊂ F̃ (X,R).
By the assumption on the existence of a projective SNC-compactification of (X,R)

and [RSb, Theorem 6.8], it suffices to show FAS(X,R) ⊂ F̃ (Xh
η , R

h
η), for all η ∈ R(0)

red,

where Xh
η = SpecOhX,η and Rh

η = R ×X Xh
η . In particular we can shrink X Zariski

locally around the generic points of R and hence assume R = nD with D smooth

and n ≥ 1. Take a ∈ FAS(X,nD). There exists an N ≥ n such that a ∈ F̃ (X,ND).
If N > n, then a ∈ FAS(X, (N − 1)D) and hence ψN(a) = 0, by Lemma 3.2. Thus

a ∈ F̃ (X, (N − 1)D) by Theorem 3.3. This completes the proof. �

4. Characteristic forms for reciprocity sheaves

4.1. Preliminaries.

4.1. Fix a scheme B. Let SmB be the category of smooth B-schemes, which are
separated and of finite type. Denote by ShB the category of Nisnevich sheaves of
abelian groups on SmB. A morphism h : B′ → B of schemes gives rise to an adjoint
pair

(4.1.1) h∗ : ShB � ShB′ : h∗,

where (h∗G)(X) = G(X ×B B′) and h∗F is given by the sheafification of

SmB′ 3 Y 7→ lim−→
Y/B′→X/B

F (X).

If Y is smooth over B, then we have (h∗F )(Y ) = F (Y ). In particular, if h : B′ → B
is smooth, then SmB′ is a subcategory of SmB and h∗F = F|SmB′

is the restriction.
Let ⊗ShB be the tensor product in ShB given by the sheafification of

T 7→ G1(T )⊗Z G2(T ).

For F,G ∈ ShB the internal hom HomShB
(G,F ) in ShB is given by

HomShB
(G,F )(T ) = HomShT (G|SmT

, F|SmT
), for T ∈ SmB .

Denote by

(4.1.2) ν : HomShB

(
G1,HomShB

(G2, F )
) '−→ HomShB(G1 ⊗ShB G2, F ).

the adjunction isomorphism. Denote by OB the restriction of the structure sheaf to
SmB and by ShOB ⊂ ShB the full subcategory of OB-modules. The tensor product
⊗OB in ShOB is the sheafification of T 7→ G1(T )⊗O(T ) G2(T ).
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Lemma 4.2. For any G1, G2 ∈ ShOB and F ∈ ShB, (4.1.2) induces an isomorphism

HomShOB

(
G1,HomShB

(G2, F )
)
' HomShB(G1 ⊗OB G2, F ),

where HomShB
(G2, F ) is endowed with an OB-module structure via that on G2.

Proof. For f ∈ HomShB

(
G1,HomShB

(G2, F )
)
, λ ∈ O(T ), and gi ∈ Gi(T ), i = 1, 2,

T ∈ SmB, we have

ν(f)(λg1 ⊗ g2) = f(λg1)(g2), ν(f)(g1 ⊗ λg2) = f(g1)(λg2) = (λf(g1))(g2).

Hence f belongs to HomShOB

(
G1,HomShB

(G2, F )
)

if and only if ν(f) belongs to

HomShB

(
G1 ⊗OB G2, F ). �

4.3. Let Shset
B be the category of Nisnevich sheaves of sets on SmB. For Y ∈ SmB

we denote also by Y the sheaf it represents in Shset
B , i.e.,

Y (T ) = HomSmB
(T, Y ).

We denote by Z(Y ) the free abelian sheaf generated by Y , i.e., the sheaf associated
to T 7→ ⊕a∈Y (T )Z · [a]. For F ∈ ShB we obtain canonical isomorphisms

(4.3.1) HomShB(Z(Y ), F ) ∼= HomShset
B

(Y, F ) ∼= F (Y ).

4.4. Let G be a commutative group scheme over B, which is smooth over B, with
group law m : G×BG→ G. Denote by G ∈ ShB the sheaf of abelian groups defined
by G. Thus the forgetful functor ShB → Shset

B sends G to G and hence the counit of
the adjunction (4.3.1) yields the map σ : Z(G)→ G, which is induced by⊕

a∈G(T )

Z[a]→ G(T ) = G(T ),
∑

na[a] 7→
∑

naa.

We obtain the exact sequence in ShB

Z(G×B G)
q1+q2−m−−−−−→ Z(G)

σ−→ G → 0,

where qi : G×BG→ G is the ith-projection. Applying HomShB(−, F ) with F ∈ ShB
yields the isomorphism

(4.4.1) HomShB(G, F )
'−→ F (G)ad := Ker

(
F (G)

q∗1+q∗2−m∗−−−−−−→ F (G×B G)

)
.

We call F (G)ad the group of additive elements of F (G) and we denote by

χF : F (G)ad
'−→ HomShB(G, F )

the inverse map of (4.4.1).
For a smooth morphism h : T → B we obtain a commutative square

F (G)ad

��

χF // HomShB(G, F )

��
F (GT )ad

χF // HomShT (G|SmT
, F|SmT

),

where GT = G×B T and the vertical maps are induced by pullback and restriction,
respectively. The square commutes since both vertical maps are in fact induced by
the natural map F → h∗h

∗F . In particular we obtain a sheaf F (G)ad ∈ ShB given
by

F (G)ad(T ) = F (GT )ad (T ∈ SmB)
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and χF induces an isomorphism in ShB

(4.4.2) χF : F (G)ad
'−→ HomShB

(G, F ).

4.5. Let D be a normal crossing variety of k, i.e., the irreducible components
D1, . . . , Dr of D are smooth of the same dimension and intersect transversely. We
define a functor

ShD → ShD, F 7→ FD

by setting

FD := Ker

(⊕
1≤i≤r

hi∗h
∗
iF

∂−→
⊕

1≤i<j≤r

hij∗h
∗
ijF

)
,

where hi : Di ↪→ D and hij : Di ∩ Dj ↪→ D are the closed immersions and ∂ is
the difference of the obvious restrictions. If F ∈ Shk and π : D → Spec k is the
structure map, then we set

(4.5.1) FD := (π∗F )D = Ker

(⊕
1≤i≤r

hi∗(F|SmDi
)
∂−→

⊕
1≤i<j≤r

hij∗(F|SmDi∩Dj
)

)
.

Let G be a commutative group scheme over D, which is smooth over D. With
the above notations the isomorphism χF from (4.4.2) induces an isomorphism

χF : (F (G)ad)D
'−→ HomShD

(G, F )D.

4.6. Let D be a normal crossing variety with structure map π : D → Spec k and let
E be a vector bundle over D. The sheaf of abelian groups E represented by E has
the additional structure of an OD-module. Let F ∈ Shk. Note that

E = Spec(Sym•E∨), where E∨ = HomShOD
(E ,OD).

From (4.4.2) and 4.5 we obtain an isomorphism

(4.6.1) χF,OD : (F (E)ad)D
'−→ E∨ ⊗OD HomShk

(Ok, F )D,

where on the right hand side we use the notation (4.5.1), as the composition

(F (E)ad)D
χF−→ HomShD

(E , π∗F )D ∼= HomShD
(E ⊗OD OD, π∗F )D

∼= HomShOD

(
E ,HomShD

(OD, π∗F )
)
D

∼=
(
E∨ ⊗OD π∗HomShk

(Ok, F )
)
D

∼= E∨ ⊗OD HomShk
(Ok, F )D,

where the second isomorphism follows from Lemma 4.2, the third from the isomor-
phism π∗HomShk

(Ok, F ) ' HomShD
(OD, π∗F ) and the fact that E is a coherent

locally free OD-module, and the last isomorphism from the projection formula.
Assume D is smooth and E is a free OD-module with basis e1, . . . , er. Then the

map χF,OD is explicitly given as follows: Under the identification

HomSmD
(E,E) = E(E) = ⊕ri=1O(E)ei

the identity idE corresponds to
∑r

i=1 e
∨
i ei, where e∨1 , . . . , e

∨
r denotes the dual basis

of E∨. Let h ∈ F (E)ad and g = χF (h), i.e., g : E → F|SmD
is the map which on E

satisfies (under the above identification) g(
∑r

i=1 e
∨
i ei) = h. Then

(4.6.2) χF,OD(h) =
r∑
i=1

e∨i ⊗ g((−)ei),
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where g((−)ei) ∈ HomShk
(Ok, F )D is defined by g((−)ei)(λ) = g(λ · ei|T ), for λ ∈

O(T ) and T ∈ SmD.

4.2. The characteristic form. In this subsection X ∈ Sm and R is an effective
Cartier divisor on X with D = Rred a SNCD. Set U = X \D and D′ = (R−D)red.
Let F ∈ RSCNis.

4.7. Let p1, p2 : P
(R)
X → X and RP = p−1

1 (R) = p−1
2 (R) be as in 2.1. Set

VR := RP ×X D′ = V(Ω1
X/k(R)|D′) ⊂ P

(R)
X ,

cf. Lemma 2.3(1). In particular, VR is a smooth group scheme over the normal
crossing variety D′. By definition of FAS(X,R) and the injectivity of the restriction

F (P
(R)
X ) ↪→ F (U × U) (see [Sai20, Theorem 3.1(2)]) we have a unique map

(4.7.1) ϕR : FAS(X,R)→ F (P
(R)
X ),

which satisfies ϕR(a)|U×U = p∗2(a|U) − p∗1(a|U) (cf. 3.1). Let D1, . . . , Dr be the
irreducible components of D′, i.e., those components of D which appear with mul-
tiplicity ≥ 2 in R, and set VR,i := VR ×D Di. With the notation from 4.5 we get a
natural map
(4.7.2)

ψR : FAS(X,R)→ FD′(VR) ⊂
⊕

1≤i≤r

F (VR,i), a 7→ ψR(a) := (ι∗iϕR(a))1≤i≤r,

where ιi : VR,i → P
(R)
X is the closed immersion.

Lemma 4.8. Im(ψR) ⊂ FD′(VR)ad (see 4.5 for notation).

Proof. It suffices to show ι∗iϕR(a) ∈ F (VR,i)ad, for i = 1, . . . , r. Denote by q1, q2 :

P
(R)
X ×p2,X,p1 P

(R)
X → P

(R)
X and q′1, q

′
2 : VR,i ×Di VR,i → VR,i the respective projections

and by µV : VR,i ×Di VR,i → VR,i the addition of the vector bundle VR,i over Di. Let

µ : P
(R)
X ×p2,X,p1 P

(R)
X → P

(R)
X be the map from Lemma 2.3(5). For a ∈ FAS(X,R)

we have by (2.3.1)

(4.8.1) q∗1(ϕR(a)) + q∗2(ϕR(a)) = µ∗(ϕR(a)),

as can be check immediately by restricting to (U × U) ×U (U × U). Pulling back
(4.8.1) via ιi×ιi and using Lemma 2.3(5) yields the looked-for equality q′1

∗(ι∗iϕR(a))+
q′2
∗(ι∗iϕR(a)) = µ∗V (ι∗iϕR(a)). �

Lemma 4.9. Let F ∈ RSCNis. Then HomShk
(Ok, F ) ∈ RSCNis.

Proof. For B ∈ Sm, let Ga,B = Ga × B be the restriction of Ga to SmB and
denote by qi,m : Ga,B ×B ×Ga,B → Ga,B the projection to the ith factor and the
multiplication, respectively. For B ∈ Smk, we have

HomShk
(Ok, F )(B) = HomShB(OB, F|SmB

)

= Ker(F|SmB
(Ga,B)

q∗1+q∗2−m∗−−−−−−→ F|SmB
(Ga,B ×B Ga,B))

= Ker(F (Ga,B)
q∗1+q∗2−m∗−−−−−−→ F (Ga,B ×B Ga,B)),

where the second equality holds by (4.4.1). Since

F (Y ×B) = HomPST(Ztr(Y ), F )(B) (Y ∈ Sm),
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we find that the sheaf HomShk
(Ok, F ) is equal to

Ker

(
HomPST(Ztr(Ga), F )

q∗1+q∗2−m∗−−−−−−→ HomPST(Ztr(Ga ×Ga), F )

)
,

which is a reciprocity sheaf by [MS, Lemma 1.5]. �

The following definition is inspired by Takeshi Saito’s definition of the charac-
teristic form in [Sai17], see Remark 4.11 below for some more comments on the
background.

Definition 4.10. Let the assumptions be as at the beginning of subsection 4.2 and
write Ω1

X for Ω1
X/k. We define the characteristic form of F at (X,R)

char
(R)
F : F̃ (X,R)→ Γ

(
D′,Ω1

X(R)|D′ ⊗OD′ HomShk
(Ok, F )D′

)
,

where we apply the notation (4.5.1) to the reciprocity sheaf HomShk
(Ok, F ), to be

the composition

F̃ (X,R) ↪→ FAS(X,R)
ψR−→ FD′(VR)ad

χF,OD′−−−−→ Γ
(
D′,Ω1

X(R)|D′ ⊗OD′ HomShk
(Ok, F )D′

)
,

where the first map is the inclusion from Theorem 2.6, the map ψR is induced by
(4.7.2) and Lemma 4.8, and χF,O is an isomorphism induced by (4.6.1).

Remark 4.11. For an element in Hn(K,Q/Z(n−1)), where K is a henselian discrete
valuation field, Kato defines in [Kat89, Definition (5.3)] the refined Swan conductor.
A non-logarithmic variant in the case n = 1 and p = char(K) > 2 was defined by
Matsuda in [Mat97, Definition 3.2.5] and extended to the case p = 2 by Yatagawa in
[Yat17, Definition 1.18]. By a similar method Kato-Russell define various versions of
refined Swan conductors for Witt vectors Wn(K), see [KR10, 4.6, 4.7]. On the other
hand, in [Sai17, Definition 2.19] Takeshi Saito defines the characteristic form of a
torsor under an étale k-group scheme (not necessarily commutative) using dilata-
tions. It is shown in [Yat17, Corollary 2.13] that the non-logarithmic refined Swan
conductor for Z/prZ-torsors defined by Matsuda-Yatagawa coincides with the char-
acteristic form defined by Takeshi Saito. Thus one can think of the characteristic
form as a non-logarithmic version of the refined Swan conductor.

Theorem 4.12. Let the assumptions be as at the beginning of subsection 4.2. As-
sume that (X,D) admits a projective SNC-compactification. Then we have

F̃ (X,R−D′) = Ker(char
(R)
F ),

i.e., the characteristic form of F at (X,R) induces an injective map

char
(R)
F :

F̃ (X,R)

F̃ (X,R−D′)
↪→ Γ

(
D′,Ω1

X(R)|D′ ⊗OD′ HomShk
(Ok, F )D′

)
.

Proof. By the Zariski-Nagata purity for F ([RSb, Theorem 6.8]), the question is
local at the generic points of R. Hence we may assume R = nD with D irreducible
smooth. If n = 1, then D′ = ∅ and the assertion trivially holds. If n ≥ 2, then the
statement follows from Theorem 3.3 and (4.6.1). �
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4.13. Let the assumptions be as at the beginning of subsection 4.2. Denote by

F̃(X,R) the sheaf on XNis given by

(u : V → X) 7→ F̃ (V, u∗R).

Denote by i : D′ ↪→ X the closed immersion, then ψR clearly induces a morphism
of sheaves on XNis

F̃(X,R)
ψR−→ i∗((F (VR)ad)D′Nis

),

where (F (VR)ad)D′Nis
denotes the restriction of (F (VR)ad)D′ ∈ ShD′ from 4.5 to the

small Nisnevich site on D′.
Thus we obtain a local version of the characteristic form

char
(R)
F : F̃(X,R) → Ω1

X(R)⊗OX i∗(HomShk
(Ok, F )D′Nis

).

If (X,D) admits a projective SNC-compactification, then char
(R)
F induces by Theo-

rem 4.12 an injection of sheaves on XZar

F̃(X,R)/F̃(X,R−D′) ↪→ Ω1
X(R)⊗OX i∗(HomShk

(Ok, F )D′Zar
).

Remark 4.14. Let D =
∑r

i=1 Di be the irreducible components of D. Set Xi =
X \ ∪j 6=iDj and denote the restriction of Di to Xi again by Di. By the Gysin
sequence in [BRS, Theorem 7.15] we have isomorphisms

F (Xi, Di)

F (Xi)

∂−→ Γ (Di,HomPST(Gm, F )) , i = 1, . . . , r,

where ∂i is induced by the connecting homomorphism in the Gysin sequence for
(Di, ∅) ↪→ (Xi, ∅). By [Sai20, Corollary 8.6(1)] the natural map induced by restric-
tion

F (X,D)

F (X)
→

r⊕
i=1

F (Xi, Di)

F (Xi)

is injective. Composing the two maps above yields an injection

F (X,D)

F (X)
↪→

r⊕
i=1

Γ(Di,HomPST(Gm, F )),

which can be viewed as a characteristic form for reduced R.

4.15. As an exemplary application, we explain how Theorem 4.12 and its local
form from 4.13 reveals an interesting structure of Chow groups of zero-cycles with
modulus, as introduced in [KS16]. Let Y be a proper k-scheme with an effective
Cartier divisor E, such that V = Y \E is smooth. By [KSY22, Corollary 2.3.5] and
[Sai20, Theorem 0.1] there is a reciprocity sheaf h0(Y,E)Nis such that for any field
K over k we have

h0(Y,E)Nis(K) = CH0(YK , EK),

where the right hand side denotes the Chow group of zero-cycles with modulus and
YK = Y ⊗k K.

Assume L is a henselian discrete valuation field of geometric type over k with
ring of integers OL, maximal ideal mL, and residue field K = OL/mL. If we are in
positive characteristic, we assume that the transcendence degree of L/k is ≤ 3, so
that all geometric models of (OL,mL) have a projective SNC-compactification (see
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1.5). Then filnCH0(YL, EL) := h0(Y,E)Nis(S, ns), where S = SpecOL and s ∈ S is
the closed point, defines a filtration

fil0CH0(YL, EL) ⊂ fil1CH0(YL, EL) ⊂ . . . ⊂ filnCH0(YL, EL) ⊂ . . . ⊂ CH0(YL, EL),

where fil0CH0(YL, EL) is the subgroup of CH0(YL, EL) generated by closed points in
VL whose closure in V ×k S is finite over S. By Theorem 4.12 we have an injection

filnCH0(YL, EL)

filn−1CH0(YL, EL)
↪→ Ω1

OL ⊗OL
m−nL
m−n+1
L

⊗K HomShk
(Ok, h0(Y,E)Nis)(K) (n ≥ 2).

However the internal hom on the right is not well understood and it would be
interesting to describe the image of the map.

Observe that if trdeg(L/k) = 1, then mL/m
2
L → Ω1

OL⊗OLK, a mod m2
L 7→ da⊗1 is

an isomorphism (since Ω1
K = Ω1

K/k = 0) and we obtain an isomorphism of K-vector
spaces

Ω1
OL ⊗m−nL /m−n+1

L

'−→ m−n+1
L /m−n+2

L , dz ⊗ (
1

zn
mod m−n+1

L ) 7→ 1

zn−1
mod m−n+2

L ,

where z ∈ mL is a local parameter. Hence the choice of a basis e of the 1-dimensional
K-vector space m−n+1

L /m−n+2
L induces a canonical map

sn,e :
filnCH0(YL, EL)

filn−1CH0(YL, EL)
−→ CH0(YK , EK) (n ≥ 2),

as the composition

filnCH0(YL, EL)

filn−1CH0(YL, EL)
↪→ Ω1

OL ⊗OL
m−nL
m−n+1
L

⊗K HomShk
(Ok, h0(Y,E)Nis)(K)

∼= K · e⊗K HomShk
(Ok, h0(Y,E)Nis)(K) ∼= HomShk

(Ok, h0(Y,E)Nis)(K)
ev1−−→ h0(Y,E)Nis(K) = CH0(YK , EK),

where the first inclusion is induced by the characteristic form and ev1 sends ϕ ∈
HomShK (OK , h0(Y,E)Nis|SpecK) to ϕ(K)(1). This is a new map and it is tempting
to view it as a specialization map. It remains to study its properties more closely,
e.g., if it happens to be injective for certain pairs (Y,E).

5. The characteristic form of Witt vectors and torsion characters
of the fundamental group

In this section we give a description of the characteristic form for the group of
Witt vectors of finite length. From this, we deduce that the characteristic form
for torsion characters of the fundamental group is a variant of the refined Swan
conductor defined by Kato in [Kat89]. The necessary computations were actually
already done in [Yat17].

Fix X ∈ Sm and i : D ↪→ X a smooth connected divisor. Let p = char(k). For a
henselian discrete valuation field L of geometric type over k (see 2.7) we denote by
OL its ring of integers, by mL the maximal ideal, and for F ∈ RSCNis we write

F̃ (OL,m−jL ) := F̃ (S, j · s), j ≥ 0,

where S = SpecOL and s ∈ S is the closed point. In the following Ga denotes
the additive group and, in positive characteristic, Wn the group scheme of p-typical
Witt vectors of length n; we have Ga, Wn ∈ RSCNis, cf. Example 2.12. We write
Ω1
X for Ω1

X/k.
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5.1. Let L be a henselian dvf of geometric type over k with normalized valuation v.
If p = 0, then we have by [RS21, Theorem 6.4]

G̃a(OL,m−rL ) = m−r+1
L , r ≥ 0.

Assume p > 0. We denote by fil∗Wn(L) the Matsuda filtration of Wn(L) (see [Mat97]
for the original definition, and e.g. [RS21, 7.3] for the shifted version used here).
Recall that for a = (a0, . . . , an−1) =

∑n−1
i=0 V

i([ai]) ∈ Wn(L) and r ≥ 0 we have

(5.1.1) a ∈ filrWn(L)⇐⇒ pn−1−iv(ai) ≥

{
−r if i 6= n− 1−m
−r + 1 if i = n− 1−m,

where m = min{n, ordp(r)}. By [RS21, Theorem 7.20] we have

(5.1.2) W̃n(OL,m−rL ) =
∑
j≥0

F j(filrWn(L)),

where F j : Wn(L) → Wn(L), (a0, . . . , an−1) 7→ (ap
j

0 , . . . , a
pj

n−1) is the jth iterated
absolute Frobenius.

5.2. Assume p > 0. We now study a global version of (5.1.2). Let U = X \ D.
We define fil(X,rD)Wn for r ≥ 0 to be the subset of Wn(U) consisting of those Witt
vectors (a0, . . . , an−1) ∈ Wn(U) satisfying

F n−1−i(ai) ∈

{
H0(X,OX(rD)) if i 6= n− 1−m
H0(X,OX((r − 1)D)) if i = n− 1−m,

where m = min{n, ordp(r)}. Let η ∈ X(1) be the generic point of D and L =
Frac(Kh

X,η). Then we have H0(X,OX(rD)) = H0(U,OU) ∩m−rL and hence also

(5.2.1) fil(X,rD)Wn = Wn(U) ∩ filrWn(L).

We set
filF(X,rD)Wn :=

∑
j≥0

F j(fil(X,rD)Wn) ⊂ Wn(U).

Proposition 5.3. Assumptions and notations as in 5.2. Then

WAS
n (X, rD) = W̃n(X, rD) = filF(X,rD)Wn.

Proof. The first equality holds by Corollary 2.11 and Example 2.12(1). We prove
the second equality. By [Sai20, Corollary 8.6(2)] we have

(5.3.1) W̃n(X, rD) = Wn(U) ∩ W̃n(OL,m−rL ), for all r ≥ 0,

where L = Kh
X,D. Thus by (5.1.2)

(5.3.2) filF(X,rD)Wn ⊂ W̃n(X, rD).

For the other inclusion we have to show that given αi ∈ filrWn(L) with
∑

i F
i(αi) ∈

Wn(U), then we have αi ∈ Wn(U), for all i. To this end we reduce to the case

of curves as follows. Define W̃n

≤1
(X, rD) and filF,≤1

(X,rD)Wn in an analogous way as

in (2.11.2), where the maps f : Z → X have dimZ ≤ 1 and we additionally
assume (f ∗D)red to be connected, i.e., it is a point. Since Wn has level 1, we have

W̃n(X, rD) = W̃n

≤1
(X, rD).

Claim 5.3.1.
filF(X,rD)Wn = filF,≤1

(X,rD)Wn (r ≥ 0).
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We prove the claim. Obviously we have filF(X,rD)Wn ⊂ filF,≤1
(X,rD)Wn. For the other

inclusion let α =
∑n−1

s=0 V
s([as]) ∈ Wn(U) \ filF(X,rD)Wn, with as ∈ O(U). We have to

show, that there exists a smooth affine curve C and a map f : C → X with (f ∗D)red

a point, such that f ∗a 6∈ filF(C,rf∗D)Wn. Let

s0 := min{s | V s([as]) ∈ Wn(U) \ filF(X,rD)Wn}.
Then for any map f : C → X as above we have

f ∗(α) ≡ V s0([f ∗as0 ]) + . . .+ V n−1([f ∗an−1]) mod filF(C,rf∗D)Wn.

Therefore it remains to find a map f : C → X as above with V s0(f ∗[as0 ]) 6∈
filF(C,rf∗D)Wn. To this end let j be the maximal non-negative integer such that

as0 = F j(b), for some b ∈ O(U). After shrinking X around a closed point of Dred,
we may assume D = div(z) and b = e/zν , with e ∈ O(X), such that E := div(e)
and D have no common irreducible component, and ν ≥ 1 satisfies

(5.3.3) pn−1−s0ν >

{
r if s0 6= n− 1−m
r − 1 if s0 = n− 1−m,

where m = min{n, ordp(r)}. Let y ∈ D be a closed point which does not lie on
E. For any regular sequence of parameters z1 = z, z2, . . . , zd of OX,y, the vanishing
set C = V (z2, . . . , zd) defines a smooth affine integral curve in a neighborhood of y
intersecting D transversally at y and we may assume that it intersects D only at y
and does not intersect E, so that e|C ∈ O(C)×. Furthermore, if e is no pth-power in
O(X), then we may assume that e|C is not a pth-power in O(C). This together with
the choice of j above and (5.3.3) implies, that b|C ∈ O(C \D|C) is not a pth-power
and that we have

pn−1−s0 div(b|C) <

{
−rD|C if s0 6= n− 1−m
−(r − 1)D|C if s0 = n− 1−m.

Hence as0|C = F j(b|C) 6∈ filFC,rD|CWn, which proves Claim 5.3.1.

Thus we are reduced to the case, where X is smooth, affine, 1-dimensional, and
D is a point. The inclusion (5.3.2) is an isomorphism for r = 0 and induces maps
on the graded pieces for r ≥ 1

(5.3.4)
filF(X,rD)Wn

filF(X,(r−1)D)Wn

→ W̃n(X, rD)

W̃n(X, (r − 1)D)
↪→ W̃n(OL,m−rL )

W̃n(OL,m−(r−1)
L )

,

where the last map is injective, by (5.3.1). Since X is a smooth affine curve, it follows
directly from the definitions that the composition of (5.3.4) is an isomorphism. This
implies the statement. �

Example 5.4. Let G be a commutative unipontent k-group. Then we can embed G
into a finite direct sum of p-typical Witt group schemes G ⊂ ⊕iWni ; if p = 0, then we
can take Wni = Ga. Thus it follows from the local form of the ramification filtration

(5.1.2) that we have G̃(X,D) = G̃(X) (recall that D is assumed to be smooth). The
global description from Proposition 5.3 imposes further constraints. For example,
assume p ≥ 3 and let E → S be a relative elliptic curve over S ∈ Sm and let
D ∼= S ⊂ E be a section. Then it follows from Proposition 5.3, that any morphism
of k-schemes E \D → G, whose ramification is bounded by 2D, is constant in the
sense that it factors as E \D → S → G.
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5.5. Let G be a commutative group scheme over k. With the notation from 4.1 we
have

HomShk
(Ok, G)D(T ) = HomT−grp(Ga,T , GT ) (T ∈ SmD),

where the GT = G × T and HomT−grp denotes the homomorphisms of T -group
schemes. It follows that for p = 0, we have the following equality of Nisnevich
sheaves on D

HomShk
(Ok,Ga)DNis

= OD.
For p > 0, any homomorphism Ga,D → Wn,D of group schemes over D has to factor
via V n−1 : Ga,D → Wn,D and hence we have

(5.5.1) HomShk
(Ok,Wn)DNis

=
⊕
j≥0

V n−1 · OD · F j,

where F j : Ga,D → Ga,D is induced by OD[t] → OD[t], t 7→ tp
j
. Under this

identification, the OD-module structure induced on the right hand side is given by

(5.5.2) a · (
∑
j

V n−1bjF
j) =

∑
j

V n−1bja
pjF j (a ∈ OD).

In view of Remark 4.11, the following corollary can be deduced from Yatagawa’s
computations in [Yat17].

Corollary 5.6. Let X,D be as at the beginning of this section and assume r ≥ 2.
Denote by ν : U = X \D ↪→ X the open immersion.

(1) Assume p = 0. The characteristic form

char
(rD)
Ga

: G̃a,(X,rD) = OX((r − 1)D)→ Ω1
X(rD)⊗OX i∗OD

is induced by the differential d : ν∗OU → ν∗Ω
1
U ⊗OX i∗OD, a 7→ da⊗ 1.

(2) Assume p > 0 and n ≥ 1. The characteristic form

char
(rD)
Wn

: W̃n(X,rD) → Ω1
X(rD)⊗OX

⊕
j≥0

V n−1 · i∗OD · F j

is given as follows (using Proposition 5.3):

char
(rD)
Wn

(F j(a)) =

{
F n−1d(a)⊗ V n−1F j if (p, r) 6= (2, 2),

F n−1d(a)⊗ V n−1F j + dz
z2 ⊗ V n−1α2jF j+1 if (p, r) = (2, 2),

where a = (a0, . . . , an−1) ∈ fil(X,rD)Wn, j ≥ 0, and F n−1d : ν∗WnOU → ν∗Ω
1
U

is given by

F n−1d(a) =
n−1∑
i=0

ap
n−i−1

i dai,

and in the second case z denotes a local equation of D and α ∈ OD is defined
as the image of z2an−1 in OD, where we use that in the case (p, r) = (2, 2)
we have z2an−1 ∈ OX .

Proof. (2). We make the map χWn,OD from (4.6.1) explicit. It suffices to consider
the situation from (2.2.2); with the notation from there we have

VrD := (P
(rD)
X )|SpecB ×X×X D = Spec(A/z)[τ1, . . . , τd],
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which we view as a vector bundle over D with sheaf of sections given by the dual of
(2.3.2). In the situation of (3.1.1), the above comes from a natural identification

Ω1
X(rD)|D ∼=

⊕
1≤i≤d

OD · τi,
dzi
zr
7→ τi,

and we are in the situation of 4.6 with E∨ = Ω1
X(rD)|D. It follows from (4.4.1),

that Wn(VrD)ad is the abelian subgroup of Wn((A/z)[τ1, . . . , τd]) generated by the
elements

V n−1(τ p
j

i a), a ∈ A/z, i = 1, . . . , d, j ≥ 0.

Thus by (4.6.2) (with e∨i = τi and ei = τ∨i ) and using (5.5.1), the map

χWn,OD : (Wn(VrD)ad)D → Ω1
X(rD)|D ⊗OD

⊕
j≥0

V n−1 · OD · F j

is given on DNis by

χWn,OD(V n−1(τ p
j

i a)) = τi ⊗ V n−1 · a · F j =
dzi
zr
⊗ V n−1 · a · F j.

In particular,

χWn,OD(F jV n−1(τia)) = ã
dzi
zr
⊗ V n−1F j,

where ã ∈ A is a lift of a ∈ A/z. Since char
(rD)
Wn

= χWn,OD ◦ψr it remains to compute

ψr : W̃n(X, rD) = WAS
n (X, rD)→ Wn(VrD)ad

from (3.1.2). This computation can be deduced from similar computations as in
the proof of [Yat17, Proposition 2.12], see also [Yat17, (1.21), Proposition 1.17,
Definition 1.42]. Finally, the proof of (1) is similar but much easier and therefore
left to the reader. �

Remark 5.7. Let L be a henselian dvf of geometric type over k with residue field
K = OL/mL and assume p > 0. Denote by

fillog
r Wn(L) = {(a0, . . . , an−1) ∈ Wn(L) | pn−1−iv(ai) ≥ −r}

the Brylinski-Kato filtartion of Wn(L) and by fillog,F
r Wn(L) its F -saturation. Then

by Corollary 5.6 and in view of (5.1.2), the characteristic form fits into the following
commutative diagram

0 // fillog,F
r−1 Wn(L)

W̃n(OL,m−r+1
L )

//
� _

��

W̃n(OL,m−rL )

W̃n(OL,m−r+1
L )

//

char
(r)
Wn

��

W̃n(OL,m−rL )

fillogF
r−1 Wn(L)

//
� _

��

0

0 // m
−r+1
L

m−r+2
L

[F ] // Ω1
OL ⊗OL

m−rL
m−r+1
L

[F ] // Ω1
K ⊗K

m−rL
m−r+1
L

[F ] // 0,

where the lower sequence is equal to (−)⊗OL
m−rL

m−r+1
L

⊗KK[F ] applied to the standard
sequence

0→ mL/m
2
L → Ω1

OL ⊗OL K → Ω1
K → 0

and the two outer vertical maps are constructed and shown to be injective in [KR10,
4.7]; they are induced by F n−1d. By Theorem 4.12 we know that the middle vertical
map is injective if trdeg(L/k) ≤ 3. On the other hand the above diagram and the
injectivity of the outer vertical maps show that the middle map is always injective.
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Note that in [KR10, 4.6] Kato-Russell also construct an injective map (induced
by F n−1d)

θ̄r : fillog,F
r Wn(L)/fillog,F

r−1 Wn(L) ↪→ Ω1
OL(log)⊗OL

m−rL
m−r+1
L

[F ],

which by [KR10, Proposition 4.9] is a lift of the refined Swan conductor of [Kat89,
Definition 5.3]. This is why the characteristic form can be viewed as a non-log
version of this θ̄r.

5.8. Assume p > 0 and r ≥ 2. By the functoriality of the characteristic form we
have a commutative diagram

W̃n+1(X,rD)

char
(rD)
Wn+1// Ω1

X(rD)⊗OX
⊕

j≥0 V
n · i∗OD · F j

W̃n(X,rD)

char
(rD)
Wn //

V

OO

Ω1
X(rD)⊗OX

⊕
j≥0 V

n−1 · i∗OD · F j

id⊗V ·

OO

Taking the direct limit over V , we obtain the characteristic form of the co-vectors
CW = lim−→V

WnOX :

char
(rD)
CW : C̃W (X,rD) → Ω1

X(rD)⊗OX i∗OD[F ],

where OD[F ] = ⊕j≥0OD · F j with OD-module structure given by a · (
∑

j bjF
j) =∑

j bja
pjF j.

The Artin-Schreier-Witt sequences give in the direct limit rise to an exact sequence

0→ Q/Z→ CW
F−id−−−→ CW

∂−→ H1
ét → 0,

of sheaves on SmNis, where H1
ét is the reciprocity sheaf (cf. [RS21, 8.1])

X 7→ H1
ét(X) := H1(Xét,Q/Z) = H0(XNis, R

1ε∗Q/Z) = Homcont(π
ab
1 (X),Q/Z),

with ε : Smét → SmNis the change of sites map. We obtain the commutative
diagram

C̃W (X,rD)

char
(rD)
CW //

∂
��

Ω1
X(rD)⊗OX i∗OD[F ]

��
H̃1

ét(X,rD)

char
(rD)

H1
ét // Ω1

X(rD)⊗OX i∗HomShk
(Ok, H1

ét)DNis
,

where the vertical map on the right is induced by
(5.8.1)
OD[F ]→ lim−→

V

HomShk
(Ok,W•)→ HomShk

(Ok, CW/(F − 1))→ HomShk
(Ok, H1

ét).

Assume (X,D) admits a projective SNC-compactification (see 1.5). By Zariski-

Nagta purity [RSb, Corollary 6.10] and the computation of H̃1
ét(OL,m

−r
L ) in [RS21,

Theorem 8.8], we see that the vertical map ∂ is a surjection of Nisnevich sheaves on

X and thus char
(rD)

H1
ét

is completely determined by Corollary 5.6. In particular, since
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(5.8.1) factors via OD[F ] → OD, F 7→ 1, it follows from Theorem 2.6 and Lemma

3.2 that char
(rD)

H1
ét

induces a map

(5.8.2) H̃1
ét(X,rD)/H̃

1
ét(X,(r−1)D)→Ω1

X(rD)⊗OX i∗OD.

We obtain that char
(rD)

H1
ét

(on the quotient) is a global version of the characteristic

form (alias refined Swan conductor) of Matsuda-Yatagawa, see [Mat97, Definition
3.2.5] and [Yat17, Definition 1.18], which is the non-log version of Kato’s refined
Swan conductor defined in [Kat89, §5]. However, note that in the case (p, r) = (2, 2)
and (X,D) = (SpecOL,mL) as in 5.1, the map (5.8.2) differs by a square root
from the formula of Yatagawa’s characteristic form. Indeed, let p = 2 and let

χ ∈ H̃1
ét(OL,m

−2
L ) have a representative V n−1(a) ∈ fil2Wn(L) , i.e., a ∈ m−2

L . Then
the characteristic form of χ defined in [Yat17, Definition 1.18] is given by

da⊗ 1 + dz
z2 ⊗

√
α ∈ m−2

L Ω1
OL ⊗OL K

1/2,

where K denotes the residue field of OL, K1/2 the field of square roots of elements
of K in an algebraic closure, z ∈ mL is a local parameter, and α ∈ K is equal to z2a
mod mL. On the other hand the image of χ under the map (5.8.2) is given by

da⊗ 1 + dz
z2 ⊗ α ∈ m−2

L Ω1
OL ⊗OL K,

as follows from Corollary 5.6(2) and the discussion preceding (5.8.2).

6. The characteristic form of differentials

In this section we compute the characteristic form for the differential forms Ωj,
j ≥ 1, see Theorem 6.6. As a consequence we obtain a negative answer to a question
posed in [KMSY21a], see 6.9. The computations will be used in the next section to
give a new characterization of pseudo-rational singularities.

Throughout this section we assume X ∈ Sm with dimX = d and i : D ↪→ X is a
smooth connected divisor. Let char(k) = p ≥ 0 and n ≥ 1. We write Ωj

X for Ωj
X/k.

Lemma 6.1. Denote by J• ⊂ Ω•X×X the differential graded ideal generated by I∆

the ideal of the diagonal ∆ : X ↪→ X×X (i.e., J• = I∆Ω•X×X +dI∆ ·Ω•X×X). There
is a short exact sequence (j ≥ 0)

(6.1.1) 0→ I∆

I2
∆

⊗OX Ωj
X

a−→ J j

(J• · J•)j
b−→ I∆

I2
∆

⊗OX Ωj−1
X → 0,

where
a(θ ⊗ δ) = θp∗1(δ) mod (J• · J•)j, b(θε+ γ · dθ) = θ ⊗∆∗(γ),

where θ ∈ I∆, p1 : X × X → X is the first projection, and δ ∈ Ωj
X , γ ∈ Ωj−1

X×X ,

ε ∈ Ωj
X×X .

In particular, if θ1, . . . , θd ∈ OX×X is a regular sequence generating I∆, then for
any β ∈ J j there exist unique forms γi ∈ Ωj−1

X and δi ∈ Ωj
X such that

(6.1.2) β =
d∑
i=1

p∗1(γi)dθi + θip
∗
1(δi) in

Ωj
X×X

(J• · J•)j
.

Proof. Since X is a smooth k-scheme we have a short exact sequence of locally free
OX-modules

(6.1.3) 0→ I∆

I2
∆

d̄−→ ∆∗Ω1
X×X

∆∗−→ Ω1
X → 0.
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Set

filr := image

(
r∧ I∆

I2
∆

⊗∆∗Ωj−r
X×X → ∆∗Ωj

X×X

)
, 0 ≤ r ≤ j.

Consider the diagram of OX×X-modules

(6.1.4) 0 // Jj

(J•·J•)j
//

��

ΩjX×X
(J•·J•)j

//

��

Ωj
X

// 0

0 // fil1

fil2

(∗)
// ∆
∗ΩjX×X

fil2
// Ωj

X
// 0.

The rows are clearly exact and the vertical maps are the natural ones. The exact
sequence (6.1.3) yields an isomorphism

I∆

I2
∆

⊗OX Ωj−1
X

'−→ fil1

fil2

and its composition with the map (∗) sends θ ⊗ γ to γ̃ · dθ, where γ ∈ Ωj−1
X and

γ̃ ∈ Ωj−1
X×X is some lift along ∆, in particular we may take γ̃ = p∗1γ. We observe that

∆∗Ωj
X×X

fil2
∼= ∆∗

(
Ωj
X×X

(J• · J•)j

)
.

Hence the commutative diagram (6.1.4) gives a short exact sequence

0→
I∆Ωj

X×X

(J• · J•)j
→ J j

(J• · J•)j
b−→ I∆

I2
∆

⊗OX Ωj−1
X → 0,

where b is as in the statement. Thus it remains to prove that the natural map

(6.1.5)
I∆

I2
∆

⊗ Ωj
X →

I∆Ωj
X×X

(J• · J•)j
, θ ⊗ δ 7→ θ · p∗1(δ)

is an isomorphism. Since ∆ is a section of p1 we have a splitting

(6.1.6) Ωj
X×X

∼= p∗1(Ωj
X)⊕ J j,

which yields the surjectivity of (6.1.5). Furthermore the composition

I∆

I2
∆

⊗ Ωj
X

(6.1.5)−−−→
I∆Ωj

X×X

(J• · J•)j
d−→

Ωj+1
X×X

(J• · J•)j+1
→ ∆∗

(
Ωj+1
X×X

(J• · J•)j+1

)
∼=

∆∗Ωj+1
X×X

fil2

is equal (up to sign) to the injection

I∆

I2
∆

⊗ Ωj
X
∼=

fil1

fil2
↪→

∆∗Ωj+1
X×X

fil2
,

stemming from (6.1.3). Hence (6.1.5) is injective as well. This completes the proof
of the exactness of (6.1.1).

Finally, the existence of a presentation as in (6.1.2) follows from the definition of
J• and the decomposition (6.1.6); the uniqueness follows from the exact sequence
using that θ1, . . . , θd defines a basis of the OX-module I∆/I

2
∆. �
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Lemma 6.2. Assume X → Spec k[z1, . . . , zd] is étale. Let pi : X ×X → X be the
projection to the ith factor and set ti = p∗1(zi), si = p∗2(zi). Let U ⊂ X × X be an
open subset, such that the ideal I∆ of the diagonal restricted to U is generated by
θi := si − ti, i = 1, . . . , d. Let j ≥ 1 and β ∈ Ωj(U) and write

p∗2(β)− p∗1(β) =
d∑
i=1

p∗1(γi)dθi + θip
∗
1(δi) in Γ(U,Ωj

X×X/(J
• · J•)j)

as in (6.1.2). Then

β = 0⇐⇒ γi = 0 for all i = 1, . . . , d.

Proof. By uniqueness of the γi and δi the question is local. Thus we may assume
X = SpecA and U = SpecB with B a localization of A ⊗k A. We can write β
uniquely as

β =
∑
K

fKdzK ,

where the sum is over all K = (1 ≤ k1 < . . . < kj ≤ d), fK ∈ A, and dzK =
dzk1 · · · dzkj . Fix K as above and write

p∗2(fK) = p∗1(fK) + eK for some eK ∈ Γ(U, I∆).

Thus in Ωj
B/(J

• · J•)j we have

p∗2(fKdzK)− p∗1(fKdzK) = (p∗1(fK) + eK)d(t+ θ)K − p∗1(fK)dtK

= eKdtK +

j∑
ν=1

(−1)j−νp∗1(fK)dtK(ν) · dθkν ,

where K(ν) = (k1, . . . kν−1, kν+1, . . . , kj). Thus

γidzi =

j∑
ν=1

∑
K with kν=i

(−1)j−νfKdzK(ν)dzi =

j∑
ν=1

∑
K with kν=i

fKdzK .

Hence γi = 0 implies fK = 0, for all K which contain i. This yields the non-trivial
implication of the statement. �

6.3. Recall from 4.1 that HomShk
(Ok,Ωj)D = HomShD

(OD,Ωj
|SmD

) denotes the

sheaf of maps of abelian sheaves O → Ωj on SmD. In what follows, we simply
write HomShD

(OD,Ωj
|SmD

) = HomShD
(O,Ωj). It is equipped with the OD-module

structure given by a · f := f(a · −). A section β ∈ Γ(D,Ωj) defines a section of
HomShD

(O,Ωj) over D (which we will again denote by β) via

Γ(T,O)→ Γ(T,Ωj), a 7→ af ∗(β), for f : T → D smooth,

which gives a morphism of OD-modules Ωj
D → HomShD

(O,Ωj). A section α ∈
Γ(D,Ωj−1) defines a section (α · d) of HomShD

(O,Ωj) over D given by

Γ(T,O)→ Γ(T,Ωj
T ), b 7→ f ∗(α) · db =: (α · d)(b), for f : T → D smooth.

By the above, we obtain the subsheaf

Ωj
D ⊕ Ωj−1

D · d ⊂ HomShD
(O,Ωj).

If p > 0, then we may precompose the above with arbitrary Frobenius powers and
obtain ⊕

s≥0

Ωj
D · Frobs ⊕ Ωj−1

D · d ⊂ HomShD
(O,Ωj).
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By the OD-module structure on HomShD
(O,Ωj) defined above, we have

x · (α · d) = α · dx+ (xα · d), for x ∈ OD.
Using this, it is direct to check that the map

(6.3.1) ξ : Ωj
D ⊕ Ωj−1

D → HomShD
(O,Ωj),

ξ(β, α) := (β + dα) + (−1)j−1(α · d).

is an injective morphism of OD-modules. We denote its image by

(6.3.2) Ξ := ξ(Ωj
D ⊕ Ωj−1

D ) ⊂ HomShD
(O,Ωj),

which is an OD-submodule.

6.4. Recall that for any OX-module H and any j ≥ 1 we have an OX-linear map

(6.4.1)

j∧
H → H⊗OX (

j−1∧
H)

given by

h1 ∧ . . . ∧ hj 7→
j∑
i=1

(−1)i−1hi ⊗ h1 ∧ . . . ∧ ĥi ∧ . . . ∧ hj,

where the hat ̂ indicates omission. Tensoring (6.4.1) for H = Ω1
X with OX(nD)

and composing with the map induced by i∗ : Ωj−1
X → i∗Ω

j−1
D yields the morphism of

OX-modules

(6.4.2) ∂jn : Ωj
X(nD)→ Ω1

X(nD)⊗ i∗Ωj−1
D .

6.5. Let ID ⊂ OX be the ideal sheaf of i : D ↪→ X and set

(6.5.1) CD/X(nD) :=
ID
I2
D

⊗OX OX(nD).

Note that CD/X(nD) ∼= OX((n − 1)D)|D and we have an exact sequence of OD-
modules

(6.5.2) 0→ CD/X(nD)
d̄−→ Ω1

X(nD)|D → Ω1
D(nD)→ 0,

where Ω1
D(nD) = Ω1

D⊗OD OX(nD)|D and if z is a local equation for D with its class
z̄ ∈ ID/I2

D, then d̄(z̄ ⊗ a/zn) = (adz/zn)|D for a ∈ OX . In what follows, we view
CD/X(nD) as a sub-OD-module of Ω1

X(nD)|D via d̄.

Theorem 6.6. Denote by FAS
(X,nD) the sheaf on XNis given by V 7→ FAS(V, nD|V ),

for F = Ωj, see Definition 2.4. Let z ∈ OX be a local equation of D.

(1) We have

(6.6.1) FAS
(X,nD) =

{
Ωj
X(logD)((n− 1)D) if p = 0 or (p 6= 0 and p - n)

Ωj
X(nD) if p 6= 0 and p | n.

(2) For n ≥ 2 the characteristic form

char
(nD)
F : FAS

(X,nD) −→ Ω1
X(nD)|D ⊗OD HomShD

(O,Ωj)

is given as follows (using the notation 6.3 and 6.4)

char
(nD)
F (ω) =

{
(id⊗ ξ)(∂j+1

n (dω), ∂jn(ω)) if (n, p) 6= (2, 2),

(id⊗ ξ)(∂j+1
2 (dω), ∂j2(ω)) + dz

z2 ⊗ (z2ω · Frob) if (n, p) = (2, 2),
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where id is the identity on Ω1
X(nD), ξ is from (6.3.1), ∂jn is from (6.4.2),

ω is a local section of FAS
(X,nD). By (6.6.1), we have dω ∈ Ωj+1

X (nD), and in

the case (n, p) = (2, 2) the form z2ω is regular along D and z2ω denotes its
image in Ωj

D.
(3) The characteristic form factors as follows, where for α ∈ Ωs

X , we write α for
its image in Ωs

D, and for the explicit description in (iii) and (iv), we assume
that X is étale over Spec k[z, z1, . . . , zd−1] and D = Div(z):

(i) if p = 0 or p > 0 and p - n(n − 1), then char
(nD)
F factors via the

isomorphism

Ωj
X(logD)((n− 1)D)

Ωj
X(logD)((n− 2)D)

'−→ CD/X(nD)⊗OD Ξ,

given by

char
(nD)
F (α

dz

zn
+

1

zn−1
β) =

dz

zn
⊗
(
−(n− 1)β̄ + (ᾱ · d)

)
, for α ∈ Ωj

X , β ∈ Ωj−1
X ;

(ii) if p > 0 and p|n− 1, then char
(nD)
F factors via the isomorphism

char
(nD)
F :

Ωj
X(logD)((n− 1)D)

Ωj
X((n− 1)D)

'−→ CD/X(nD)⊗OD (Ωj−1
D · d),

given by

char
(nD)
F (α

dz

zn
) =

dz

zn
⊗ (ᾱ · d), for α ∈ Ωj−1

X ,

where the OD-module structure of (Ωj−1
D · d) is induced by the one of

Ωj−1
D ;

(iii) if p > 0, p|n, and n 6= 2, then char
(nD)
F factors via an injection

char
(nD)
F :

Ωj
X(nD)

Ωj
X(logD)((n− 2)D)

−→ Ω1
X(nD)|D ⊗OD Ξ,

which on the elements α dz
zn

+ 1
zn−1β with α ∈ Ωj−1

X and β ∈ Ωj
X , is

given by the same formula as in (i). Furthermore, for f ∈ OX and
1 ≤ ν1 < . . . < νj ≤ d− 1, we have

char
(nD)
F (

1

zn
fdzν1 · · · dzνj) =

df

zn
⊗ dz̄ν1 · · · dz̄νj +

j∑
i=1

(−1)j−i
dzνi
zn
⊗ (fdz̄ν1 · · · d̂z̄νi · · · dz̄νj · d);

(iv) if n = p = 2, then char
(2D)
F factors via an injection

char
(2D)
F :

Ωj
X(2D)

Ωj
X(logD)

−→ Ω1
X(2D)|D ⊗ (Ξ⊕ Ωj

D · Frob),

which on the elements αdz
z2 + 1

z
β with α ∈ Ωj−1

X and β ∈ Ωj
X , is given

by the same formula as in (i). Furthermore for f ∈ OX and 1 ≤ ν1 <
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. . . < νj ≤ d− 1, we have

char
(2D)
F (

1

z2
fdzν1 · · · dzνj) =

df

z2
⊗ dz̄ν1 · · · dz̄νj +

j∑
i=1

(−1)j−i
dzνi
z2
⊗ (f̄dz̄ν1 · · · d̂z̄νi · · · dz̄νj · d)

+
dz

z2
⊗ (f̄dz̄ν1 · · · dz̄νj · Frob).

Proof. We start by showing (6.6.1), i.e.,

{a ∈ Ωj(X \D) | p∗2a− p∗1a ∈ Ωj(P
(nD)
X )}

=

{
Γ(X,Ωj

X(logD)((n− 1)D)) if p = 0 or (p 6= 0 and p - n)

Γ(X,Ωj
X(nD)) if p 6= 0 and p | n.

This is a local question and we can assume X = SpecA and D = SpecA with
A = A/zA. Shrinking D further we can assume that we have an étale map

k[z1, . . . , zd−1]→ A,

where d = dimX. Up to replacing X by a Nisnevich neighborhood of D and we
may furthermore assume that we have a map X → D such that D ↪→ X → D is the
identity, e.g. [BRS, Lemma 7.13]. The induced map A→ A identifies the completion

Â of A along zA with A[[z]]. Since Ωj
A[1/z]/Ω

j
A only depends on Â it suffices to show

the following: for any q, r ≥ 1, and α1, . . . , αq ∈ Ωj−1

A
, and β1, . . . , βr ∈ Ωj

A
with

αq 6= 0 and βr 6= 0 set

ϕq :=

q∑
i=1

αi
dz

zi
, ψr :=

r∑
i=1

1

zi
βi

and

Φq = p∗2(ϕq)− p∗1(ϕq), Ψr := p∗2(ψr)− p∗1(ψr),

where pi : P
(nD)
X → X are the projections from 2.1 for R = nD. Then we have to

show
(6.6.2)

Φq + Ψr ∈ Ωj(P
(nD)
X )⇐⇒

{
q ≤ n and r ≤ n− 1 if p = 0 or (p > 0 and p - n)

q, r ≤ n if p > 0 and p | n.

We have a natural map P
(nD)
X → X×X and it suffices to check (6.6.2) locally around

the closed points of D ↪→ X
∆X→ X ×X. Let B be the localization of A⊗kA at such

a closed point and set

t := z ⊗ 1, ti := zi ⊗ 1, s := 1⊗ z, si := 1⊗ zi ∈ B.

Let S be the localization of A ⊗k A at the same closed point (viewed as a point in
D ⊂ D×D). Let θi = si−ti ∈ S, i = 1, . . . , d−1; it is a regular sequence generating
the ideal I of the diagonal D ↪→ D ×D in S. Similarly, I1 = (s − t, θ1, . . . , θd−1)B
is equal to the ideal of the diagonal X ↪→ X × X in B. Now the pullback of
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P
(nD)
X → X ×X along SpecB → X ×X is equal to SpecC with

(6.6.3) C =
B[τ, τ1, . . . , τd−1][ 1

1+τtn−1 ]

(s− t− tnτ, θ1 − tnτ1, . . . , θd−1 − tnτd−1)
.

It suffices to show (6.6.2) with Ωj(P (nD)) replaced by Ωj
C . Set

u := (1 + τtn−1)−1 ∈ C×.
We have in C

u =
1

1 + τtn−1
= 1− τtn−1u = 1− τtn−1 + τ 2t2n−2u, s = t+ tnτ = tu−1.

We first consider the differentials αi
dz
zi

. As in Lemma 6.1 denote by J• ⊂ Ω•S the

differential graded ideal generated by I = (θ1, . . . , θd−1). We have in Ωj−1
S

q∗2(αi) = q∗1(αi) + εi, εi ∈ J j−1,

where qi : D ×D → D are the projections. We compute in Ωj
C[1/t] (for n ≥ 1)

p∗2(αi
dz

zi
)− p∗1(αi

dz

zi
) =p∗2(αi)

ds

si
− p∗1(αi)

dt

ti
(6.6.4)

=
1

ti−1
ui−1(p∗1(αi) + εi)

(
dt

t
+
du−1

u−1

)
− p∗1(αi)

dt

ti

=p∗1(αi)
dt

ti
(
ui(1 + nτtn−1)− 1

)
+ tn−iuip∗1(αi)dτ

+
1

ti−1
ui−1εi

(
dt

t
+
du−1

u−1

)
︸ ︷︷ ︸

:=ε1,i

,

where εi are viewed as elements of Ωj−1
C via the map S → B induced by A→ A and

we used du−1 = tn−1(dτ + (n− 1)τdt/t). We observe

(a) ui(1 + nτtn−1) − 1 = (n − i)τtn−1 + t2n−2ci, for some ci ∈ C (with ci = 0 if
n = i = 1);

(b) ε1,i ∈ tn−iΩj−1
C · dt+ t2n−iΩj

C ;

(c) let C̄ = C/(τ1, . . . , τd−1), then ε1,i 7→ 0 under the natural map Ωj
C[1/t] →

Ωj

C̄[1/t]
.

Here (b) and (c) follow from the fact that the image of J• in Ω•C lies in the graded
ideal generated by tnτi and d(tnτi), i = 1, . . . , d − 1. From (a), (b), and (6.6.4) we
find

(6.6.5) Φq ∈ Ωj
C ⇐= q ≤ n.

Next we consider the differentials 1
zi
βi. By Lemma 6.2 we have in Ωj

S

q∗2(βi)− q∗1(βi) = ε′i,

where qi : D ×D → D are the projections and

ε′i ≡
d−1∑
ν=1

q∗1(γi,ν) · dθν + θν · q∗1(δi,ν) mod (J• · J•)j,

for certain γi,ν ∈ Ωj−1

A
and δi,ν ∈ Ωj

A
, which satisfy

(6.6.6) γi,ν = 0, for all ν ⇐⇒ βi = 0.
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We compute in Ωj
C[1/t] (using the notation from above)

p∗2(
1

zi
βi)− p∗1(

1

zi
βi) =

1

si
p∗2(βi)−

1

ti
p∗1(βi)(6.6.7)

=
1

ti
p∗1(βi)(u

i − 1) +
1

ti
uiε′i︸ ︷︷ ︸

=:ε2,i

.

We observe

(d) ui − 1 = −iτ tn−1 + t2n−2ei, for some ei ∈ C (with ei = τu if i = 1);
(e) ε2,i ∈ ntn−1−iΩj−1

C dt+ tn−iΩj
C ;

(f) ε2,i 7→ 0 under Ωj
C[1/t] → Ωj

C̄[1/t]
.

Here (e) and (f) follow from θi = tnτi. We find

Ψr ∈ Ωj
C ⇐=

{
r ≤ n− 1 if p = 0 or (p > 0 and p - n)

r ≤ n if p > 0 and p | n.

Thus we have shown this “⇐=” direction in (6.6.2).
We show the other direction. Observe that C̄ = C/(τ1, . . . , τd−1) is essentially

étale over
A[s, t, τ ]/(s− t− tnτ) ∼= A[t, τ ]

and that the image of Φq + Ψr in Ωj

C̄[1/t]
= C̄[1/t] ⊗A[t,τ ] Ωj

A[t,τ ]
is by (6.6.4), (c),

(6.6.7) and (f), equal to

Φq + Ψr =

q∑
i=1

(
αi
dt

ti
(
ūi(1 + nτtn−1)− 1

)
+ tn−iūiαidτ

)
+

r∑
i=1

1

ti
βi(ū

i − 1),

where ū ∈ C̄× is the image of u. Considering the coefficient in front of dτ , we see
that Φq + Ψr ∈ Ωj

C̄
is only possible if q ≤ n, which by (6.6.5) implies that Φq is

regular at t. Hence Φq + Ψr ∈ Ωj
C implies q ≤ n and Ψr ∈ Ωj

C .
We claim that Ψr can be regular at t only if r ≤ n. Since βr 6= 0 we find γr,ν0 6= 0,

for some ν0, by (6.6.6); up to renumbering we can assume ν0 = 1. The image of
τ−1

1 Ψr under the composition

Ωj
C[1/τ1t]

Resτ1−−−→ Ωj−1
(C/τ1)[1/t]

nat.−−→ Ωj−1

C̄[1/t]
= C̄[1/t]⊗A[t,τ ] Ωj

A[t,τ ]

is equal to
r∑
i=1

1

ti
ūitnγi,1.

Since 0 6= γr,1 ∈ Ωj−1

A
⊂ Ωj−1

A[t,τ ]
this last expression can be regular at t only if r ≤ n.

It remains to show that Ψr cannot be regular at t for r = n in the case p = 0
or (p > 0 and p - n). Similar as above, this follows immediately by considering the
image of Ψr in Ωj

C̄[1/t]
and (d), (f). This completes the proof of this “=⇒” direction

in (6.6.2) and hence the computation of FAS
(X,D).

Next we compute the explicit description of the characteristic form given in (3).
Note that the statement about the maps being isomorphisms (resp. injections)
follows directly from this. First we give an explicit description of the map (4.6.1)

χO,F : Fad(E)→ E∨ ⊗OD HomShD
(OD, F|SmD

),
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where E = Spec(Sym∗E∨) is a trivial vector bundle of rank d over D = SpecA with
the sheaf of sections E = ⊕di=1OD · ei and F = Ωj. It is direct to check from the
definition that we have ⊕

i

e∨i Ωj

A
⊕
⊕
i

Ωj−1

A
de∨i ⊂ Fad(E),

where {e∨i } is the dual basis of {ei}. Let γ =
∑

i e
∨
i βi +

∑
i αide

∨
i ∈ Fad(E), where

βi ∈ Ωj

A
, αi ∈ Ωj−1

A
. Then the map (4.4.2) χF : Fad(E)→ HomShD(E , F|SmD

) maps
γ to the map given by

χF (γ)(
∑
i

ciei) =
∑
i

cif
∗βi +

∑
i

f ∗αidci,

where f : T → D is smooth and ci ∈ O(T ). By (4.6.2) we find

(6.6.8) χO,F (γ) =
∑
i

(e∨i ⊗ (βi + (αi · d)),

using the notation from 6.3. If p > 0, we furthermore have Frobs(e∨i )Ωj

A
⊂ Fad(E)

and similarly we find

(6.6.9) χO,F (Frobs(e∨i )β) = e∨i ⊗ (β · Frobs).

To check the formulas for the characteristic form given in (i) - (iv), we may

consider the above local situation. In particular the vector bundle P
(nD)
X ×X D is

equal to the spectrum of

(6.6.10) C/tC ∼= A[τ, τ1, . . . , τd−1].

The isomorphism

(6.6.11) ⊕di=1 ODτi
'−→ Ω1

X(nD)|D, τi 7→
dzi
zn
,

where zd := z and τd := τ , yields the identification P
(nD)
X ×XD = V(Ω1

X(nD)|D), see
(2.3.2) (Thus with the notation from above E∨ = Ω1

X(nD)|D and e∨i = τi). Writing
FAS(A, tm) = FAS(Spec(A), Spec(A/tm)), we have to compute the map

ψnD : FAS(A, tn)/FAS(A, tn−1)
p∗2−p∗1−−−→ F (C)→ F (C/tC) = Ωj

A[τ,τ1,...,τd−1]
.

Consider the case n ≥ 2 and either p = 0 or p > 0 and p - n(n− 1). Any element
in Ωj

A(log z) 1
zn−1/Ω

j
A(log z) 1

zn−2 can be written in the form

α
dz

zn
+

1

zn−1
β, with α ∈ Ωj−1

A
, β ∈ Ωj

A
.

By (6.6.4), (a), (b), and (6.6.7), (d), (e), it is mapped under ψnD to

αdτ − (n− 1)βτ.

Together with (6.6.8) and (6.6.11), this yields (i). The proof of (ii) is similar. Finally,
we prove (iii) and (iv). We assume p|n. It remains to compute the characteristic
form of

1

zn
β, where β = fdzν1 · · · dzνj , with f ∈ A and 1 ≤ ν1 < . . . < νj ≤ d− 1.

Write f = f0 + zg with f0 ∈ A and g ∈ A and set

β0 := f0dzν1 · · · dzνj ∈ Ωj

A
and β1 := gdzν1 · · · dzνj ∈ Ωj

A,
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so that
β

zn
=
β0

zn
+

β1

zn−1
.

By Lemma 6.2, letting qi : D ×D → D be the projections, we can write

q∗2(β0)− q∗1(β0) ≡
d−1∑
i=1

q∗1(γi) · dθi + θi · q∗1(δi) mod (J• · J•)j

with γi ∈ Ωj−1

A
and δi ∈ Ωj

A
. By (6.6.7) and the above, we find

ψnD(
1

zn
β) = β1τ +

{∑d−1
i=1 (γi · dτi + τiδi) if n > 2

τ 2β0 +
∑d−1

i=1 (γi · dτi + τiδi) if n = 2.

By (6.6.8), (6.6.9) and (6.6.11), we find
(6.6.12)

char
(nD)
F (

1

zn
β) =

dz

zn
⊗ β1 +

{∑d−1
i=1

dzi
zn
⊗ (δi + (γi · d)) if n > 2

dz
z2 ⊗ (β0 · Frob) +

∑d−1
i=1

dzi
zn
⊗ (δi + (γi · d)) if n = 2.

To determine γi and δi, we write in Ω1
A

= I/I2 with I ⊂ A⊗k A the diagonal ideal

df0 = 1⊗ f0 − f0 ⊗ 1 =
d−1∑
i=1

∂f0

∂zi
dzi =

d−1∑
i=1

∂f0

∂zi
θi,

where θi = si − ti with ti = zi ⊗ 1 and si = 1⊗ zi, We obtain

q∗2(β0)−q∗1(β0) =

(
d−1∑
i=1

∂f0

∂zi
θi + q∗1(f0)

)
d(θν1 +tν1) · · · d(θνj +tνj)−q∗1(f0)dtν1 · · · dtνj .

By the last statement of Lemma 6.2, we get γi = 0 for i 6∈ {ν1, . . . , νj},

γνs = (−1)j−sf0dzν1 · · · d̂zνs · · · dzνj , s = 1, . . . , j,

δi =
∂f0

∂zi
dzν1 · · · dzνj , i = 1, . . . , d− 1.

Using df = df0 + gdz + zdg, we obtain in Ω1
X(nD)⊗ Ξ

dz

zn
⊗β1+

d−1∑
i=1

dzi
zn
⊗δi =

(
gdz

zn
+

d−1∑
i=1

(∂f0/∂zi)dzi
zn

)
⊗dz̄ν1 · · · dz̄νj =

df

zn
⊗dz̄ν1 · · · dz̄νj .

Thus the formulas in (iii) and (iv) follow from (6.6.12).

Finally, we prove (2) by computing Γ := (id⊗ ξ)(∂j+1
n (d(−)), ∂jn(−)) and compar-

ing it with the formulas from (3). For α ∈ Ωj−1
X and i ≤ n we have

Γ(α
dz

zi
) = (id⊗ ξ)

(
dz

zn
⊗ ((−1)j z̄n−idᾱ, (−1)j−1zn−iα)

)
=

{
dz
zn
⊗ (ᾱ · d) if i = n

0 i < n.

For β ∈ Ωj
X and i ≤ n− 1 we have

Γ(
1

zi
β) = (id⊗ ξ)

(
dz

zn
⊗ (−izn−i−1β, 0)

)
=

{
−(n− 1) dz

zn
⊗ β if i = n− 1

0 if i < n− 1.

Assume p > 0 and p|n, and consider

β = fdzν1 · · · dzνj , with 1 ≤ ν1 < . . . < νj ≤ d− 1, f ∈ A.
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In this case we have

∂j+1
n

(
d(β

1

zn
)

)
= ∂j+1

n

(
dfdzν1 · · · dzνj

zn

)
=
df

zn
⊗ dz̄ν1 · · · dz̄νj −

j−1∑
i=1

(−1)i−1dzνi
zn
⊗ df̄dz̄ν1 · · · d̂z̄νi · · · dz̄νj

and

∂j+1
n (β

1

zn
) =

j−1∑
i=1

(−1)i−1dzνi
zn
⊗ f̄dz̄ν1 · · · d̂z̄νi · · · dz̄νj ,

whence

Γ(
1

zn
fdzν1 · · · dzνj) =

df

zn
⊗dz̄ν1 · · · dz̄νj +

d−1∑
i=1

(−1)j−i
dzνi
zn
⊗ (f̄dz̄ν1 · · · d̂z̄νi · · · dz̄νj ·d).

Comparing the above formulas with the formulas from (3) we obtain (2). �

Remark 6.7. The above proof does not work for j = 0, since the equivalence (6.6.6)

does not hold in this case. Indeed, in positive characteristic the formula for F̃ (X,nD)
is not equal to (6.6.1) for j = 0, see Proposition 5.3.

If (X,nD) has a projective SNC-compactification, then Theorem 2.10 implies

Ω̃j(X,nD) = (Ωj)AS(X,nD) and Theorem 6.6(1) gives thus an explicit description

of Ω̃j(X,nD). In particular, in characteristic zero this reproves [RS21, Theorem 6.4].
However, we can also use Theorem 6.6 and Theorem 2.6 to get an unconditional
statement in positive characteristic as well. This is done in the next corollary. The

resulting description of Ω̃j(X,nD) in positive characteristic is new.

Corollary 6.8. For all j ≥ 0 the reciprocity sheaf Ωj has level j + 1 (in the sense
of [RSb, Definition 1.3], which in the language of [RS21] is equivalent to the motivic
conductor of Ωj having level j + 1). Furthermore,

(6.8.1) Ω̃j(X,nD) = (Ωj)AS(X,nD), n ≥ 0.

Proof. We consider (6.8.1). For n = 0 there is nothing to show, and for j = 0
this holds by Example 2.12(1). We assume j, n ≥ 1 and set Ωj := F . Let L be a
henselian discrete valuation field of geometric type over k with ring of integers OL
and maximal ideal mL. We define

filnF (L) :=

{
m−n+1
L Ωj

OL(log) if p = 0 or p > 0 and p 6 |n
m−nL Ωj

OL if p > 0 and p|n.
and

cL : F (L)→ N0, cL(α) := min{n ≥ 0 | α ∈ filnF (L)}.
Let (Y,E) be a modulus pair, i.e., Y is separated and of finite type over k, E is an
effective Cartier divisor on Y and V = Y \ |E| is smooth and set

Fc(Y,E) :=
⋂

ρ∈V (L)∩Y (OL)

{α ∈ F (V ) | cL(ρ∗α) ≤ vL(ρ∗E)},

where the intersection runs over all maps ρ : SpecL → V , with L as above, which
extend to SpecOL → Y and vL(ρ∗E) denotes the multiplicity of mL in ρ∗E on
SpecOL. We have

(6.8.2) F̃ (X,nD) ⊂ FAS(X,nD) ⊂ Fc(X,nD)
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where the first inclusion holds by Theorem 2.6 and the second follows from Theorem
6.6(1). Furthermore, it follows by the same argument as in the proof of (c6) in the
proof of [RS21, Theorem 6.4], that

(6.8.3) Fc(X,nD) = lim−→
(Y,E)

Fc(Y,E),

where the colimit runs over all compactifications (Y,E) of (X,nD), in the sense of
[KMSY21a, Definition 1.8.1]. Thus it suffices to show:

Claim 6.8.1. c = {cL}L defines a semicontinuous conductor of level j+1 in the sense
of [RS21, Definition 4.3].

Indeed, assuming the claim, [RS21, Theorem 4.15(4)] together with (6.8.3) imply

Fc(X,nD) ⊂ F̃ (X,nD),

which together with (6.8.2) implies (6.8.1) which also implies that c is the motivic
conductor of F .

We prove Claim 6.8.1. To this end, we have to show that c satisfies the properties
(c1)-(c6) from [RS21, Definition 4.3 and 4.22], where the statement about the level
is the part (c4). If p = 0, then it is checked in the proof of [RS21, Thm 6.4], that
c satisfies these properties. If p > 0 the same proof works for (c1), (c2), (c4) - (c6)
Thus it remains to show (c3) which is the following condition: Let L′/L be a finite
extension of henselian discrete valuation fields over k of ramification index e. Then
we have to show for n ≥ 0

(6.8.4) Tr(filnF (L′)) ⊂ filrF (L) with r = dn/ee,
where Tr : F (L′) → F (L) denotes the trace. This is clear for n = 0, hence we
assume n ≥ 1 (and thus r ≥ 1). Let K be the residue field of OL. For m ≥ 2
consider the map induced by the characteristic form (see 6.4)

θm := (∂j+1
m ◦ d, ∂jm) : filmF (L)→ m−mL Ω1

OL ⊗K (Ωj
K ⊕ Ωj−1

K )

By Theorem 6.6 we have

(6.8.5) Ker(θm) = film−1F (L).

(Note that this is also true in the case (n, p) = (2, 2).) Let t be a local parameter
of OL and τ a local parameter of OL′ . We have t = τ eu, for some u ∈ O×L′ . If p 6 |n,
then any element in filnF (L′) is modulo F (OL′) a sum of elements of the form
(6.8.6)

α
dτ

τ i
, with α ∈ Ωj−1

OL′
, i = 1, . . . , n, and

β

τ i
, with β ∈ Ωj

OL′
, i = 1, . . . , n− 1;

if p|n, then we have to add β/τn to this list. Let m > r, equivalently (m−1)e−n ≥ 0.
For ω equal to one of the forms in (6.8.6), it is direct to check that we have

tm−1 Tr(ω) ∈ Ωj
OL and tm−1d(Tr(ω)) ∈ Ωj+1

OL ,

where for the second statement we use d ◦ Tr = Tr ◦d; if p|n the same is true for
ω = β/τn. Hence

Tr(filnF (L′)) ⊂ m
−(m−1)
L Ωj

OL and dTr(filnF (L′)) ⊂ m
−(m−1)
L Ωj+1

OL .

Thus
m > r = dn/ee =⇒ Tr(filnF (L′)) ⊂ Ker θm.

By (6.8.5) this implies (6.8.4) and completes the proof. �
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6.9. In [KMSY21a, Questions 1 and 2] the authors ask the following question: Let
R be an effective divisor with simple normal crossing support and with irreducible
components Rred = ∪si=1Di and let Z = D1∩. . .∩Dr, with 2 ≤ r ≤ s. Let f : Y → X
be the blow-up of X in Z. Is it true that the pullback

(6.9.1) f ∗ : H i(XNis, F̃(X,R)) −→ H i(YNis, F̃(Y,f∗R)) (F ∈ RSCNis)

is an isomorphism for any i ≥ 0. Theorem 6.6 and Corollary 6.8 imply that this
question has a negative answer if char(k) = p > 0, R = pR′, for some effective
divisor R′ with SNC support, and F = Ωj with j < d. Indeed, in this case it follows
from Theorem 6.6 and Corollary 6.8 that we have

(6.9.2) Ω̃j
(X,pR′) = Ωj

X(pR′) and Ω̃j
(Y,pf∗R′) = Ωj

Y (pf ∗R′),

where Ωj
X(pR′) = Ωj

X ⊗OX OX(pR′) (See the proof of Lemma 7.1 below, where it is
shown that a similar statement also holds for the top differentials (i.e. j = dimX)
in a more general situation). The blow-up formula for differential forms yields an
isomorphism

Rf∗Ω
j
Y
∼= Ωj

X ⊕
r−1⊕
m=1

i∗Ω
j−m
Z [−m],

where i : Z ↪→ X denotes the closed immersion. Twisting with OX(pR′), using the
projection formula, (6.9.2) yields

H i(YNis, Ω̃j
(Y,pf∗R′)) ∼= H i(XNis, Ω̃j

(X,pR′))⊕
r−1⊕
m=1

H i−m(ZNis,Ω
j−m
Z ⊗OZ OX(pR′)|Z).

Since the cohomology groups on Z on the right hand side do not vanish in general
(e.g. not if i = m = j), we see that (6.9.1) is not an isomorphism in this case.

Note however, that for j = dimX, we have Ωj−m
Z = 0, for m = 1, . . . , r − 1,

and thus the Z-cohomology part on the right hand side vanishes and the statement
holds. In fact we see in Corollary 7.5 below, that for top differentials a much stronger
version than (6.9.1) is true.

7. Applications to top differentials

Throughout this section, we assume X ∈ Sm with dimX = d and char(k) = p ≥
0. We write Ωj

X = Ωj
X/k.

Lemma 7.1. Let X be as at the beginning of this section and let R be any effective
Cartier divisor on X. Then we have the following isomorphism of Nisnevich sheaves
on X

Ω̃d
(X,R)

∼= Ωd
X(R),

where Ωd
X(R) := Ωd

X/k ⊗OX OX(R).

Proof. Let j : U = X \R ↪→ X be the open immersion. We observe that Ω̃d
(X,R) and

Ωd
X(R) are subsheaves of j∗Ω

d
U . Furthermore, since X is smooth, the OX-module

Ωd
X(R) is locally free. Hence

Γ(X,Ωd
X(R)) = Γ(U,Ωd) ∩

⋂
η∈|R|(0)

(Ωd
X(R))η.

Thus Corollary 6.8 and Theorem 6.6(1) directly imply

(7.1.1) Ω̃d
(X,R) ⊂ Ωd

X(R).
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To prove the other inclusion, set ZΩj = Ker(d : Ωj → Ωj+1).

Claim 7.1.1. Let L/k be a henselian dvf of geometric type. Then for all n ≥ 1

m−nL Ωd
OL ∩ ZΩd

L ⊂ Ω̃d(OL,m−nL ).

Indeed, by Corollary 6.8 and Theorem 6.6(1) the statement holds if p|n. Assume
p = 0 or p > 0 and (p, n) = 1. Let K ↪→ OL be a coefficient field. Letting t be a
prime element of OL, we can write any Φ ∈ m−nL Ωd

OL as

Φ =
n∑
i=0

(
αi
dt

ti
+ βi

1

ti

)
+ γ,

with αi ∈ Ωd−1
K , βi ∈ Ωd

K and γ ∈ Ωd
OL . Under our assumptions on n we see that

dΦ can only vanish if βn = 0 for reasons of pole orders, which by Corollary 6.8 and

Theorem 6.6(1) implies Φ ∈ Ω̃d(OL,m−nL ). This proves the claim.
We now prove the other inclusion of (7.1.1). This is a local question, we can

therefore assume X = SpecA affine and D = div(f), for some non-unit f ∈ A. Let
(X,R + Σ) be a compactification of (X,R), i.e., X is a proper k-scheme, R and Σ
are effective Cartier divisors on X, X = X \ Σ, and R|X = R. By [RS21, Theorem
4.15(4)] it remains to show the following:

Let α = 1
f
· α0 with α0 ∈ Ωd

A/k. Then, for all henselian dvf L/k of geometric type

and all morphisms ρ : SpecOL → X, which map the generic point into U = X \R,
there exists a natural number N ≥ 1 such that

ρ∗α ∈ Ω̃d(OL,m−vL(ρ∗R+NΣ)
L ).

Since d = dimX and Ωj
A = Ωj

A/k by our convention from the beginning of this

section, we have α ∈ ZΩd
A and hence by Claim 7.1.1 it suffices to show

(7.1.2) ρ∗α ∈ m
−vL(ρ∗R+NΣ)
L Ωd

OL , for N � 0.

We prove (7.1.2). Let X = ∪iVi be a finite open cover with Vi = SpecBi,
Σ|Vi = div(σi) and R|Vi = div(fi), where σi, fi ∈ Bi are non-zero divisors. Since
SpecBi[1/σi] is open in X, we can write f = eifi with ei ∈ (Bi[1/σi])

× so we find
N1 ≥ 1 such that σN1

i e−1
i ∈ Bi, for all i. Furthermore, we find N2 ≥ 1 such that

σN2
i ·α0 ∈ Ωd

Bi
. Set N := N1 +N2. Let ρ ∈ U(L)∩Vi(OL). Since eifiσ

N2
i ·α|Vi ∈ Ωd

Bi
we get

ρ∗(eifiσ
N2
i ) · ρ∗α ∈ Ωd

OL .

By the choice of N we have

vL(ρ∗(eifiσ
N2
i )) ≤ vL(ρ∗(R +N · Σ)).

This yields (7.1.2) and completes the proof. �

7.2. Let Y be an integral, normal, Cohen-Macaulay scheme of finite type over k and
dimension d. Recall from [LT81] (see also [Kov, Definition 9.4]) that Y has pseudo-
rational singularities if it satisfies the following property: for any normal scheme Z
with a proper and birational morphism f : Z → Y , the trace along f induces an
isomorphism

Trf : f∗ωZ/k
'−→ ωY/k,

where ωY/k = H−d(π!
Y k) with πY : Y → Spec k the structure morphism. We remark

that if Y is normal of dimension d (but not necessarily is CM nor has pseudo-
rational singularities) and j : U ↪→ Y is a smooth open subset whose complement
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has codimension ≥ 2, then the restriction along j induces an isomorphism (e.g.
[Kov, Lemma 3.22])

(7.2.1) ωY/k ' j∗ωU/k ∼= j∗Ω
d
U .

By [Kov, Corollary 9.13(ii)], pseudo-rational singularities are the same as rational
singularities. In particular, toric singularities and tame quotient singularities are
pseudo-rational. See [Kov] for more examples and the state of the art.

Recall that a sheaf of abelian groups H on Y is called S2 if for any open dense
immersion j : U ↪→ Y , the restriction H → j∗H|U is injective, and it is bijective
if Y \ U has codimension ≥ 2. The following corollary is for p = 0 equivalent to
[RSb, Theorem 7.1], for p > 0 it gives a new characterization of pseudo-rational
singularities.

Corollary 7.3. Let Y be as in the beginning of 7.2. Assume, for each effective

Cartier divisor R on Y such that Y \ R is smooth, the sheaf Ω̃d
(Y,R) is S2. Then

Y has pseudo-rational singularities. If there exits a proper and birational morphism
f : Z → Y with Z ∈ Sm, then the inverse implication holds. In both cases (7.2.1)
induces

(7.3.1) Ω̃d
(Y,R) ' ωY/k(R).

Proof. Let f : Z → Y be as in 7.2. Let j : U ↪→ Y (resp. j′ : V ↪→ Z) be an
embedding of a smooth open with complement of codimension ≥ 2. Let R be an
effective Cartier divisor of Y such that Y \ R and Z \ f ∗R are smooth. We denote
by RU the restriction of R to U . We have

(7.3.2) j∗(Ω̃d
(Y,R))|U = j∗Ω̃d

(U,RU ) = j∗Ω
d
U(RU) = (j∗Ω

d
U)⊗OY (R) = ωY/k(R),

where the second (resp. third, resp. last) equality follows from Lemma 7.1 (resp.
the projection formula, resp. (7.2.1)). Similarly we find

(7.3.3) j′∗(Ω̃
d

(Z,f∗R))|V = ωZ/k(f
∗R).

We obtain a commutative diagram

(7.3.4) f∗(Ω̃d
(Z,f∗R)) // f∗(ωZ/k)⊗OY (R)

Trf ⊗id

��
Ω̃d

(Y,R)

'

OO

// ωY/k(R),

where the lower horizontal map is

Ω̃d
(Y,R) → j∗j

∗Ω̃d
(Y,R)

(7.3.2)
' ωY/k(R),

and the upper horizontal map is obtained by applying f∗ to

Ω̃d
(Z,f∗R) → j′∗j

′∗Ω̃d
(Z,f∗R)

(7.3.3)
' ωZ/k(f

∗R).

The left vertical map is an isomorphism since for any étale map Y ′ → Y the pairs
(Y ′, R|Y ′) and (Z ′ = Z ×Y Y ′, R|Z′) are isomorphic in the category of modulus
pairs, see [KMSY21a]. The isomorphism (7.2.1) implies that the map ωY/k(R) →
h∗h

∗ωY/k(R) is injective for any dense smooth open immersion h : W ↪→ Y , and
similarly for ωZ/k(f

∗R) instead of ωY/k(R). Therefore, the diagram commutes since
on an open subset of Y \R, over which f becomes an isomorphism, the vertical map
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on the left is the pullback (which is an isomorphism) and the vertical map on the
right is its inverse. The last argument also shows that all the maps in the diagram are

injective. If Ω̃d
(Y,R) is S2, then the lower horizontal map in (7.3.4) is an isomorphism

and hence so is the right vertical map, which proves that Y has pseudo-rational
singularities. On the other hand, if Z is smooth, Lemma 7.1 implies that the top
horizontal map is an isomorphism. If Y furthermore has pseudo-rational singularities
so that the right vertical map is an isomorphism, we get the isomorphism (7.3.1),

which implies that Ω̃d
(Y,R) is S2. This proves the second statement. �

Remark 7.4. We remark that Corollary 7.3 together with Lemma 7.1 implies that
any smooth Y has pseudo-rational singularities. This is well-known and holds by
[LT81, 4.] more generally for regular schemes.

Combining the above with some of the main results from [Kov] and [KMSY21a]
we obtain:

Corollary 7.5. Let Y be as in the beginning of 7.2. Assume:

(1) For any proper and birational morphism Z → Y , there exits a proper and
birational morphism Z ′ → Z with Z ′ smooth (e.g. d ≤ 3 and Y quasi-
projective by [CP08], [CP09]).

(2) Y has pseudo-rational singularities.

Then, for any effective Cartier divisor R on Y such that Y \R is smooth, we have

(7.5.1) H i(YZar, Ω̃d
(Y,R)) = ExtiMNST(Ztr(Y,R), Ω̃d),

where MNST denotes the category of modulus Nisnevich sheaves with transfers
introduced in [KMSY21a] and Ztr(Y,R) ∈MNST is the object represented by (Y,R).

Proof. By [KMSY21a, Theorem 2(2)] we have

(7.5.2) ExtiMNST(Ztr(Y,R), Ω̃d) = lim−→
f

H i(ZNis, Ω̃d
(Z,f∗R)),

where the limit is over all proper morphisms f : Z → Y inducing an isomorphism
Z \ f ∗R ∼= Y \ R. By assumption (1), we may assume additionally that Z has
pseudo-rational singularities (we could even assume that Z is smooth, but we want
Y to be in the limit as well). Thus the isomorphism (7.3.1) holds replacing (Y,R)
by any pair (Z, f ∗R) appearing in the direct limit. Therefore we can replace the
Nisnevich cohomology with the Zariski cohomology and the direct limit in (7.5.2)
is constant and equal to H i(YZar, ωY/k) since Rf∗ωZ/k = ωY/k by Kovacs’ vanishing
[Kov, Theorem 1.11]. �

Remark 7.6. Assume the following condition holds over k:

(1’) For any integral separated k-scheme of finite type S and effective Cartier
divisor E on S with S \ E ∈ Sm, there exists a proper and birational
morphism f : S ′ → S such that S ′ ∈ Sm, (f ∗E)red is SNCD, and f induces
an isomorphism S ′ \ f ∗E ∼= S \ E.

(Note that since there is no restriction on the dimension of S, this is completely
unknown in positive characteristic; but it holds if char(k) = 0.)

Then, in the situation of Corollary 7.5 we have

(7.6.1) H i(YZar, ωY/k(R)) = HomMDM(M(Y,R), Ω̃d[i]),
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where MDM is the triangulated category of cube invariant modulus Nisnevich
sheaves with transfers constructed in [KMSY, Definition 3.2.4] and M(Y,R) de-
notes the motive of the modulus pair (Y,R) in MDM, see [KMSY, Theorem 3.3.1].

Indeed, by (7.5.1), (7.5.2) and [KMSY, Theorem 5.2.4 and Theorem B.6.4, b)], it

suffices to show that F̃ is �-local in the sense of [KMSY, Definition B.2.4, a)], for
F = Ωd. The latter is equivalent to the pullback map

ExtiMNST(Ztr(S,E), F̃ )→ ExtiMNST(Ztr((S,E)⊗�), F̃ )

being an isomorphism for all i ∈ Z and all pairs (S,E) as above. By [KMSY21a,
Theorem 2(2)] and the assumption (1’), this follows from the fact that the pullback

H i(SNis, F̃(S,E))
'−→ H i((S ×P1)Nis, F̃(S,E)⊗�)

is an isomorphism for all (S,E) with S ∈ Sm and Ered SNCD, which holds by [Sai20,
Theorem 9.3].
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[RS21] Kay Rülling and Shuji Saito, Reciprocity sheaves and their ramification filtrations,

Journal of the Institute of Mathematics of Jussieu (2021), 1–74.
[Sai] Shuji Saito, Reciprocity sheaves and logarithmic motives, Preprint 2021, https://

arxiv.org/abs/2107.00381.
[Sai17] Takeshi Saito, Wild ramification and the cotangent bundle, J. Algebraic Geom. 26

(2017), no. 3, 399–473.
[Sai20] Shuji Saito, Purity of reciprocity sheaves, Adv. Math. 366 (2020), 107067, 70.
[Yat17] Yuri Yatagawa, Equality of two non-logarithmic ramification filtrations of abelianized

Galois group in positive characteristic, Doc. Math. 22 (2017), 917–952.

Bergische Universität Wuppertal, Gaußstr. 20, D-42119 Wuppertal, Germany
Email address: ruelling@uni-wuppertal.de

Graduate School of Mathematical Sciences, University of Tokyo, 3-8-1 Komaba,
Tokyo 153-8941, Japan

Email address: sshuji@msb.biglobe.ne.jp

https://arxiv.org/abs/2001.07902
https://arxiv.org/abs/2111.00214
https://arxiv.org/abs/2111.01459
https://arxiv.org/abs/2111.13373
https://arxiv.org/abs/2107.00381
https://arxiv.org/abs/2107.00381

	Introduction
	1. Review of higher local symbols of reciprocity sheaves
	2. Abbes-Saito formula
	3. Abbes-Saito formula (continued)
	4. Characteristic forms for reciprocity sheaves
	5. The characteristic form of Witt vectors and torsion characters of the fundamental group
	6. The characteristic form of differentials
	7. Applications to top differentials
	References

